Modelling phytoplankton succession and nutrient transfer along the Scheldt estuary (Belgium, The Netherlands)

N. Gypens a,⁎, E. Delhez b, A. Vanhoutte-Brunier a,c, S. Burton b, V. Thieu d,e, P. Passy d, Y. Liu a,f, J. Callens d, V. Rousseau a, C. Lancelot a

a Université Libre de Bruxelles, Écologie des Systèmes Aquatiques, CP-221, Bd du Triomphe, B-1050, Belgium
b Université de Liège, MARE, Modélisation et Méthodes Mathématiques, Sart-Tilman B37, B-4000 Liège, Belgium
c Ifremer, UMR Amure, Département d’Économie Maritime, BP 70, F-29280 Plouzané, France

Abstract
The freshwater (RIVE) and the marine (MIRO) biogeochemical models were coupled to a 1D hydro-sedimentary model to describe contemporary phytoplankton succession and nutrient transfers in the macrotidal Scheldt estuary (BE/NL) affected by anthropogenic nutrient loads. The 1D-RIVE-MIRO model simulations are performed between Ghent and Vlissingen and the longitudinal estuarine profiles are validated by visual and statistical comparison with physico-chemical and phytoplankton observations available for the year 2006. Results show the occurrence of two distinct spatial phytoplankton blooms in the upper and lower estuary, suggesting that neither the freshwater nor the marine phytoplankton gets over the maximum turbidity zone (MTZ) at the saline transition. Sensitivity tests performed to understand how changing conditions (salinity, turbidity and nutrients) affect the estuary in controlling this bimodal spatial phytoplankton distribution identify salinity and light availability as the key drivers while the grazing pressure and nutrient limitation play a negligible role. Additional tests with varying salinity-resistant (euryhaline) species in the freshwater assemblage conclude that the presence (or absence) of euryhalines determines the magnitude and the spreading of freshwater and marine phytoplankton blooms in the estuary. Annual nutrient budgets estimated from 1D-RIVE-MIRO simulations show that biological activities have a negligible impact on nutrient export but modify the speciation of nutrients exported to the coastal zone towards inorganic forms, thus directly available to phytoplankton. The implementation of nutrient reduction options (upgrading of waste water treatment plants, conversion to organic farming) on the Scheldt watershed influences the whole estuary and affects both the magnitude and the speciation of nutrients exported to the coastal zone with expected impact on coastal phytoplankton dynamic.
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1. Introduction

Estuaries are shallow open systems strongly influenced by river inputs, mixing with the coastal ocean and exchanges across the sediment–water and atmosphere–water interfaces. These transitional zones between the freshwater and the marine systems are characterised by important salinity (SAL) gradients and receive large amounts of dissolved and particulate carbon (C), nitrogen (N), phosphorus (P) and silicon (Si) of natural and anthropogenic origin from rivers. This riverine material undergoes profound transformations in estuaries before being transferred to the adjacent coastal zone (Wollast, 1983). Under the dual influence of climate and anthropogenic changes (e.g. Paerl et al., 2006), estuaries are characterised by a large variability of physical and chemical properties that affect directly planktonic communities and indirectly the biogeochemical role of estuaries, in terms of e.g. transformation, retention or removal of nutrients.

At the interface between freshwater and marine ecosystems, estuaries are characterised by distinct phytoplankton assemblages along the salinity gradient (Attrill and Rundle, 2002; Muylaert et al., 2009; Quinlan and Philips, 2007). While freshwater phytoplankton is adapted to low salinity and marine species to high salinity, some species are resistant to small salinity fluctuations and grow at intermediate salinity (e.g. Muylaert et al., 2009; Roubeix et al., 2008). In addition to the impact of salinity, the mixing of fresh and marine waters creates unique hydrodynamic and hydro-sedimentary conditions (in particular water residence time and turbidity) that structure the estuarine ecosystem and impact the associated carbon and nutrient cycles (Lancelot and Muylaert, 2012). Understanding the effect of
these physico-chemical conditions on phytoplankton organisms and describing the phytoplankton succession is a pre-requisite to assessing the ecological and biogeochemical function of estuaries.

The Scheldt estuary, located in the southwest Netherlands and northern Belgium (Fig. 1), is a shallow, well-mixed, and relatively turbid macrotidal estuary. It is one of the most nutrient-rich and polluted systems in the world (Wollast, 1988) where human activities on the watershed have deeply altered the quality of surface waters since the second half of the 20th century (Billen et al., 2005; Meire et al., 2005; Soetaert et al., 2006; Van Damme et al., 2005). Increased river nutrient and organic matter inputs have changed the estuarine biological activities and biogeochemical cycles (Billen et al., 2005; Soetaert et al., 2006) and have contributed to the eutrophication of the coastal waters of the Southern North Sea (e.g. Lancelot et al., 2007). Since the 1990’s the implementation of wastewater treatment led to a marked improvement in the water quality in the estuary (Soetaert and Herman, 1995a; Soetaert et al., 2006). In particular, the largest wastewater treatment plant of the city of Brussels (1.4 M inhabitant equivalent IE) is operating since March 2007. Phytoplankton communities are spatially structured in the Scheldt estuary with marked shifts between freshwater, euryhaline and marine species (Lancelot and Muylaert, 2012; Muylaert et al., 2000). Despite important changes in nutrient concentration, primary production in the Scheldt estuary does not seem to have changed significantly with nutrient load modification (Gazeau et al., 2005; Kromkamp and Peene, 2005). Although the recent improvement of dissolved oxygen concentrations in the estuary has modified the importance and the composition of zooplankton organisms (e.g. Appeltans et al., 2003; Mialet et al., 2011) with an impact on the phytoplankton biomass (Kromkamp and Van Engelard, 2010).

Over the last two decades, several physical–biogeochemical models have been implemented in the Scheldt estuary for estimating the nutrient export to the coastal zone (Arndt et al., 2007; Hofmann et al., 2008; Regnier et al., 1997; Soetaert and Herman, 1995a,b; Vanderborght et al., 2002, 2007). The description of the biological processes in these estuarine models is generally simple (based on total primary production) and the estuary is often considered as a unidirectional land–ocean transition. However, global change also affects the functioning of the coastal ocean and subsequently impacts the lower estuary. The adjacent coastal sea has been explicitly considered in a few Scheldt estuary models (Arndt et al., 2007; Vanderborght et al., 2007) but these were constrained by observed concentrations at the upper boundary of the estuary. A step further then consists in implementing high resolution coupled physical–biogeochemical models of the whole river-estuary-ocean system for describing the effect of changing climate and human pressure on estuarine communities and related biogeochemical processes. Such models exist for the river drainage basin, the estuary and the adjacent coastal sea and have been partially coupled (e.g. Cugier et al., 2005) in an offline mode (e.g. Arndt et al., 2011; Lancelot et al., 2007). For instances, the marine biogeochemical MIRO model (Lancelot et al., 2005) was recently implemented in a fully transient two-dimensional, nested-grid hydrodynamic model of the Scheldt estuary and adjacent near-shore coastal zone continuum to quantify biogeochemical transformations and carbon and nutrients fluxes exported to the coastal zone (Arndt et al., 2011). This application allowed to estimate the importance of coastal intrusion in the estuary and to quantify the biogeochemical transformations and fluxes of C and nutrients in the lower estuary. However, the explicit description of the freshwater community was missing in this model as only freshwater diatoms were imposed at the upper estuarine boundary and an artificial threshold allowed the shift between freshwater and marine diatoms.

In this study, we coupled the river (RIVE) and the marine (MIRO) ecologically-based biogeochemical models to describe contemporary plankton succession and the associated nutrient transformation, retention and removal in the Scheldt estuary and to estimate the nutrient export to the coastal zone. For this application the resulting RIVE-MIRO model is coupled with a one-dimensional hydrodynamic model of the Scheldt estuary that includes a suspended sediment module. The offline coupling with the marine 3D-MIRO&CO model (Lacroix et al., 2007) of the Southern North Sea and the Seneque-Riverstrahler, a biogeochemical model of the Scheldt river system associated to a geographical information system (GIS) description of the watershed (Ruelland et al., 2007), provides respectively the marine, upper estuary and lateral tributary boundary conditions. To the best of our knowledge, this paper is the first attempt to use a river–estuary–coastal sea model that describes explicitly the fate of both freshwater and marine plankton species in the Scheldt estuary and their impact on the nutrient cycling and delivery to the sea. The ability of the model to reproduce biogeochemical trends in the Scheldt estuary is statistically appraised based on a comparison of model simulations with available observations in 2006. Sensitivity tests are further conducted to understand how changing conditions (salinity, turbidity and nutrients) along the estuary drive the spatial distribution of phytoplankton assemblages. Due to the high pressure of human activity on the Scheldt watershed, the coupled model is also more accurate and realistic.

---

**Fig. 1.** River network of the 1D RIVE-MIRO model. km 0 and km 160 are giving the limit of the model domain.
used to test the effect of nutrient reduction options (upgrading of waste water, change in agricultural practices) on the nutrient export and eutrophication status of the coastal zone.

2. Material and methods

The 1D-RIVE-MIRO results from the coupling between a 1D-hydrodynamic model of the Scheldt estuary, a sediment transport model and a complex biogeochemical model describing C and nutrient (N, P and Si) cycles in water and sediment.

2.1. Hydro-sedimentary model

The Scheldt river (350 km length) and its tributaries drain a mostly urban and agricultural basin of 21,500 km$^2$ (with 540 inhabitants km$^{-2}$) in northwestern France, northern Belgium and southwestern Netherlands. The model domain covers the Scheldt estuary (160 km length), from Ghent to the mouth, at Vlissingen, where the Scheldt flows into the North Sea (Fig. 1). The area includes (i) the tidal river (the part of the Scheldt where the flow is influenced by tides), from Ghent to the confluence of the Scheldt with the Rupel near Rupelmonde, (ii) the brackish-marine part from Rupelmonde to Vlissingen and (iii) the major tributaries (Rupel, Durme, Dender, Nete, Dijle and Zenne) (Fig. 1). The width of the estuary is about 65 m near Ghent, 450 m at Antwerp and increases up to 5 km at the mouth (Vlissingen). The mean depth varies from about 14 m at the mouth (Vlissingen) to 7 m near Ghent (Soetaert and Herman, 1995b), some 160 km upstream.

The hydrodynamics is described by means of a 1D river network model based on the continuity and momentum equations integrated over the cross-section of the river:

$$\frac{dA}{dt} + \frac{dQ}{ds} = 0 \quad \label{eq:continuity}
$$

$$\frac{dQ}{dt} + \frac{d}{ds} \left( \frac{QQ}{A} \right) = -Ap \frac{dC}{ds} - gL \frac{Q/Q}{A^2Y^2} \quad \label{eq:momentum}
$$

where $t$ is the time, $s$ is the longitudinal coordinate, $A$ is the cross-section of the river segment, $L$ is the width of the river, $Q$ is the flow rate, $g$ is the gravitational acceleration, $\zeta$ is the free-surface and $Y$ is the Manning coefficient. In this approach, baroclinic processes are neglected as well as the curvature of the river channels. These effects are assumed to be small in the Scheldt and have also been neglected in similar previous model studies of the Scheldt (Regnier et al., 1997, 1998).

The model is solved numerically on a 1D grid with a spatial resolution of 2 km. The equations are integrated forward in time using an explicit Euler scheme with a time step of 20 s. Only the friction term is processed in an implicit way. Different spatial distributions of the Manning coefficient are used for the flood and ebb regimes. These are obtained from the calibration of the model against observed tidal heights (Lafosse et al., 1977).

The dynamics of dissolved and suspended constituents is included in the same formalism according to

$$\frac{d(AC)}{dt} + \frac{d}{ds} \left( \frac{QQ}{A} \right) = \frac{d}{ds} \left( \frac{AKC}{ds} \right) + L_{\text{net}} + AR \quad \label{eq:biogeochemistry}
$$

where $C$ is the concentration of the constituent, $K$ is the longitudinal diffusion coefficient, $L_{\text{net}}$ is the net flux from the bottom and $R$ is the rate of production/destruction of the constituent. The longitudinal diffusion coefficient varies along the estuary between 75 m$^2$/s and 450 m$^2$/s and was calibrated against observed salinity measurements for the year 2000. One such equation is considered for each of the biogeochemical state variables of the model.

A TVD (Total Variation Diminishing) numerical scheme with Superbee limiter is used for the advection of scalar quantities (e.g. Hirsch, 1990; LeVeque, 1992; Toro, 1997). This scheme is second order accurate in smooth parts of the solution and avoids therefore the introduction of excessive numerical diffusion. In regions where rapid variations of the curvature are expected, the scheme reduces to a monotonic upwind scheme to avoid artificial oscillations and overshootings. As a result, the scheme appears as both robust and reliable since it produces physically meaningful solutions.

The advection–diffusion part of Eq. (3) is integrated forward in time with a time step of 5 min while the reaction terms are updated every 15 min only.

The model explicitly describes the dynamics of suspended matter (SPM), which largely controls the penetration of light in the water column and, hence, the primary production. The module (details in Delhez and Wolk, 2012) includes two classes of sediments (fine and coarse sediments) that are transported by the simulated current, can settle on the bottom when the bottom friction is lower than a critical value and be re-suspended when the critical stress is exceeded. The bottom consists in a layer of freshly deposited material that can be easily eroded and a parent consolidated layer that can only be eroded during more energetic hydrodynamic events (spring tide, storm surge). The sediment module was validated for the year 2000, by comparison with available SPM data. This showed the model skill to correctly reproduce the mean level and the timing and amplitude of the SPM oscillations (Delhez and Wolk, 2012).

2.2. Biogeochemical model RIVE-MIRO

Two existing biogeochemical models – the freshwater RIVE (Garnier et al., 2002) and the marine MIRO (Lancelot et al., 2005) – are combined to describe the dynamics of the biogenic elements in the Scheldt estuary and of the assemblage of freshwater and marine organisms. The numerical coupling of RIVE and MIRO is possible because of the structural similarity of the two models (Lancelot et al., 2007). All the state variables and the processes have been retained with only few adaptations. These include the pooling of organic carbon and inorganic and organic nutrients of freshwater and marine origin made available for both communities, the crossed trophic relations linking freshwater and marine prey and predators and the parameterization of the salinity effect on freshwater and marine organisms.

The coupled biogeochemical RIVE-MIRO model describes C, oxygen (O$_2$) and N, P and Si cycles with an explicit description of freshwater and marine species. It includes 64 state variables (Table 1) describing the dynamics of phytoplankton, zooplankton, organic matter degradation and nutrient (nitrate (NO$_3^-$), ammonium (NH$_4^+$), dissolved silicate SiO$_4$ and phosphate (PO$_4^{3-}$)) regeneration by bacteria in the water column and the sediment (Fig. 2). The RIVE-MIRO equations and parameters are fully documented in supplementary material.

The biological structure of the RIVE-MIRO model assembles fourteen plankton functional types (PFTs) including six phytoplankton groups, four zooplankton and four bacterioplankton groups (Table 1, Fig. 2). The phytoplankton module includes 6 phytoplankton groups: marine diatoms (DFm), marine nanoflagellates (NFM), the Haptophyceae Phaeocystis (OPm), freshwater diatoms (DFr), Chlorophyceae (Gr) and cyanobacteria (Cy). Phytoplankton growth is described considering 3 intracellular constituents (small metabolites (S), reserve material (R, [OPm]), functional and structural metabolites (F)) (Table 1) and distinguishes different processes: photosynthesis, reserve synthesis and catabolism, growth and associated nutrient uptake, respiration and lysis (Lancelot et al., 1991, 2005). The zooplankton module details the dynamics of 4 groups of zooplankton: marine microzooplankton (Mz), rotifers (Mz) and marine (CPm) and freshwater (CPf) mesozooplankton. Trophic relations were established to link freshwater and marine preys.
and predators (Fig. 2). As a first step, freshwater and marine prey are assumed to be available to all classes of zooplankton that however keep their specific prey preferences. Hence, marine nanoflagellates and Chlorophyceae are grazed by marine microzooplankton and freshwater rotifers, while marine and freshwater diatoms are grazed by marine and freshwater copepods. Similarly, marine and freshwater bacteria are consumed by marine microzooplankton and rotifers, themselves under the grazing pressure of marine and freshwater copepods. Exception is for large marine Phaeocystis colonies and freshwater filamentous cyanobacteria that are reported as unpalatable. Phaeocystis colonies escape grazing, but are submitted to colony disruption which releases nanoflagellates cells and organic matter in the water. To account for the osmotic stress caused by salinity changes, the mortality of PFTs is modulated by a function of salinity (limS). This parameter is specific to marine and freshwater PFT (Table 2) and was derived from existing experiments testing the effect of salinity on Phaeocystis colonies (Peperzak, 2002) and stenohaline and marine euryhaline diatoms (Roubeix and Lancelot, 2008; Roubeix et al., 2008). Similarly to phytoplankton, zooplankton (e.g. Cervetto et al., 1999; Nielsen et al., 2003) and bacteria (e.g. Bouvier and del Giorgio, 2002; Schultz and Ducklow, 2000) are reported as sensible to osmotic shock. However, in the absence of observations to quantify the effect of osmotic stress on heterotrophic organisms, the relationships to salinity developed for euryhaline marine and freshwater diatoms were respectively applied to marine and freshwater zooplankton and bacteria.

The degradation of organic matter by planktonic bacteria is described considering three classes of biodegradability for both dissolved and particulate polymers distinguished on basis of their biodegradability (labile, semi-labile and refractory) and biogenic silica (BSi). These pools are each expressed in C (DC1, DC2, DC3, PC1, PC2, PC3), N (DN1, DN2, DN3, PN1, PN2, PN3) and P (DP1, DP2, DP3, PP1, PP2, PP3) (Table 1). The hydrolysis of these polymers produces dissolved monomers (BSC, BSN) that can be taken up by bacteria (Fig. 2). Inorganic nutrients include NO3, NH4, Si(OH)4 and PO4, the latter being involved in adsorption and desorption on/from SPM. Hence inorganic P is described by two state variables: the total inorganic P (PIP) and PO4. At each time step, the model considers that PO4 is in rapid adsorption–desorption equilibrium with inorganic particulate phosphorus (PIP), according to an hyperbolic relationship proposed by Billen et al. (2007). Benthic organic matter degradation and nutrient recycling are calculated using the algorithms developed by Thouvenot et al. (2007).

### 2.3. Model implementation

Model simulations were performed for the year 2006. The hydrodynamic model is forced at Vlissingen with observed sea surface elevation extracted from the DONAR database maintained by the Rijkswaterstaat (Dutch Ministerie van Infrastructuur en Milieu) and made available through the WATERBASE online application (http://live.waterbase.nl). The concentration of the two sediments at the downstream boundary is relaxed towards constant values that are representative of the concentration of marine sediments (Villars and Vos, 1999). At the upstream boundaries (Ghent and lateral tributaries; Fig. 1), 10-day mean values for river discharges and SPM concentrations are imposed using the results of the Seneque-Riverstrahler model. The biogeochemical marine boundary conditions are provided by 3D-MIRO&CO model simulations (Gypens et al., 2011) and correspond to daily values of the state variables extracted at Vlissingen in 2006. At the downstream boundary, the freshwater phytoplankton, zooplankton and bacteria are set to zero. At the upstream boundaries (Ghent and lateral tributaries; Fig. 1), marine phytoplankton, zooplankton and bacteria are set to zero and the model uses 10-day mean values for biogeochemical state variables extracted from the results of the Seneque-Riverstrahler model applied to the whole watershed of the Scheldt (Passy et al., 2013-this issue) allocated hydrogeological models; Passy et al., 2013-this issue) allocated to rainfall and a constant average composition of nutrients (de-
Initial conditions imposed on the whole estuary are calculated as the average of the winter conditions simulated by the RIVE and MIRO models for the upstream and downstream boundary conditions. A spin-up of 30 days is considered before the actual simulation. Model runs are performed using daily water surface temperature and surface incident light. The underwater light climate depends on the vertical light extinction coefficient \( (k_e, m^{-1}) \) which itself relies on light absorption by phytoplankton, detrital particles and coloured dissolved organic matter. This dependence has been formulated specifically for the Scheldt estuary based on existing measurements of \( k_e \ (m^{-1}) \), chlorophyll \( a \ (\mu g.l^{-1}) \) and SPM \( (mg.l^{-1}) \) as follows:

\[
k_e = 0.042 \times SPM + 0.02 \times Chl a + 0.2
\]

2.4. Validation data


2.5. Statistical analysis

In addition to the visual qualitative assessment of the model results, the coefficient of determination \( (R^2) \) and the percent bias \( (Pbias) \) computed between model results and data were used to assess and rate the model performance. The statistics were estimated based on annual (Figs. 3–5; Table 3) and daily (Fig. 6, Table 4) values available at each validation stations along the Scheldt estuary. The coefficient of determination describes the degree of collinearity between simulated and measured data and expresses the proportion of the variability in the data set that can be explained by the model. Overall, \( R^2 \) ranges from 0 to 1 (perfect fit) and values larger than 0.5 are considered acceptable (e.g. Moriasi et al., 2007). The percentage model bias \( (Pbias, \text{the sum of model errors normalised by the data}) \) measures the average tendency of the simulated values to under- (positive values) or over- (negative values) estimate the observations. The optimal value of \( Pbias \) is 0, with low-magnitude values indicating accurate model simulation. Performance levels based on \( Pbias \) are rating excellent \((|Pbias| < 10\%)\), very good \((10–20\%\)\), good \((20–40\%\)\) or poor \( (>40\%) \) (Allen et al., 2007; Maréchal, 2004). \( Pbias \) computed for N and P can however be judged as satisfactory if values are \( \leq 70\% \) (Moriasi et al., 2007).

3. Results

The ability of the 1D-RIVE-MIRO biogeochemical model to reproduce physico-chemical and phytoplankton trends in the Scheldt estuary is evaluated by visual and statistical comparison of model simulations with available observations for the year 2006. Statistical
As expected, the simulated salinity shows an upstream–downstream decrease with values greater than 20 from the mouth to the km 40–50 depending on the period of the year. The salinity gradient, between km 20 and 80 is well described by the model (Fig. 3a). The standard deviation envelope captures the range of variability induced by spring-neap tidal cycle and the seasonal variation of the river discharge. The intrusion of marine waters is more important in summer due to the lower river discharge. The salinity approaches zero around km 75 in winter and around km 90 in summer. Upstream km 90, the impact of marine waters is negligible all around the year (Fig. 3a).

Despite the low R² (Table 3), the annual mean longitudinal profile of SPM is also well captured by the model (Fig. 3b) and shows two maxima of turbidity (> 150 mg L⁻¹) between km 80 and 120. These coincide with the observed local maxima reported by Muyldermans et al. (2000) at, respectively, the freshwater–seawater interface (zero salinity) and the freshwater tidal reaches. In both the model and the observations, a relatively large zone of increased turbidity appears around km 90. This is associated with a local maximum of the rate of dissipation of tidal energy by friction on the bottom (e.g. Arndt et al., 2007; Regnier et al., 1997). Annual mean SPM simulated in the upper part of the estuary are lower than the observations, although still in the data SD envelope and are higher than SPM values simulated in the marine part of the estuary (Fig. 3b).

As a general pattern, annual mean concentrations of inorganic nutrients (DIN (NH₄⁺ + NO₃⁻), DSi and PO₄³⁻; Fig. 4) decrease along the salinity gradient (Fig. 3a) due to the important dilution of the upstream input by seawater. The increased concentration simulated between km 110 and 90 coincides with the tributary discharges (Fig. 1). At this location, the annual DIN (Fig. 4a) and DSi (Fig. 4b) concentration can reach respectively 700 and 160 mmol/m⁻³. The observed evolution of DIN (Fig. 4a) and DSi (Fig. 4b) in the salt gradient is well reproduced. This is not the case in the upstream estuary where the model overestimates the DIN annual concentration and underestimates the DSi levels, as also shown by the respective Pbias (Table 3). This discrepancy between model results and observations is partly explained by the upstream boundary conditions (km 160 and tributaries) simulated by the Seneque-Riverstrahler model that propagates in the upstream part of the estuary. Annual mean simulated DSi still remain in data SD envelope along the estuary in agreement with ‘good’ computed Pbias (Table 3). As pointed by the statistical analysis, the magnitude and longitudinal pattern of annual PO₄³⁻ is well simulated along the estuary with, however, simulated concentrations being in the lower range of observation (Table 3, Fig. 4c). Comparison with SPM (Fig. 3b) suggests that the simulated decrease of PO₄³⁻ at km 80 and 120 (Fig. 4c) are due to its absorption on SPM. The mean annual O₂ concentration (Fig. 4d) simulated along the estuary is maintained around 300 µmol L⁻¹ except between km 80 and 100 where the concentration decreases down to 150 µmol L⁻¹ due to the important bacterial biomass and organic matter imported by the tributaries (mainly the Zenne) that increase the nitrification and respiration processes (not shown). In general, the simulated dissolved oxygen concentrations slightly overestimate the averaged observations (Table 3, Fig. 4d).

The Chl a concentration is calculated from the total (freshwater and marine) phytoplankton biomass simulated by the model making use of a C:Chl a ratio (25 mg:mg; Lancelot et al., 2005). Supported by observations, the model suggests the development of two phytoplankton blooms along the estuary, one very modest in the marine area, downstream the MTZ, and the other, more important, in the freshwater tidal section (Fig. 5a). The slight underestimation of Chl a (Fig. 5a) in the freshwater estuary (between km 120 and 80) could be explained by the use of an inappropriate C:Chl a ratio for freshwater phytoplankton. Indeed, C:Chl a ratio measured in the Scheldt estuary highly varies with values between 1 and 70 (Lionard et al., 2008b). Sensitivity tests suggest that the model-data fit can be improved by modifying the C:Chl a ratio (not shown). In
parallel, the simulated freshwater diatom biomass that dominates the phytoplankton bloom in the upstream part of the estuary (Muylaert et al., 2000) agrees well with available observations in particular in the middle part of the estuary (Fig. 5b).

3.2. Seasonal biogeochemical trends along the estuary

The ability of the 1D-RIVE-MIRO model to capture the seasonal fluctuations can be appraised by comparing seasonal variations of simulated and observed inorganic nutrients (DIN, PO$_4^{3-}$, DSi), oxygen concentration and Chl a in different key zones of the Scheldt estuary (Fig. 6; Table 4). Overall, the seasonal signals are reasonably well represented in timing and amplitude for most of the selected variables and locations in the estuary (Fig. 6, Table 4). The coefficient of determination $R^2$ computed between daily model results and available data at each validation station rates the model capacity to reproduce the seasonal variability of DSi, DIN and PO$_4^{3-}$ as good (with value $>~0.5$). $R^2$ is lower ($<0.3$) for O$_2$ and Chl a (Table 4). The performance level of Pbias value is from very good (PO$_4^{3-}$, DSi) to good (DIN, O$_2$ and Chl a) (Table 4).

In agreement with observations, the simulated inorganic nutrient concentrations show a clear seasonal pattern characterised by higher values in winter, a progressive decrease during spring and summer as a response to phytoplankton growth, and an increase of nutrient concentrations in late summer and autumn (Fig. 6). The observed spring/summer decrease of DIN is however not properly captured by the model between km 78 and 120 where the simulated concentrations are overestimated. This results from the overestimation of DIN inputs by the Scheldt tributaries already pointed out in the analysis of the longitudinal profiles (Fig. 4a). For all sampled locations, the maximum DIN concentrations are simulated at the end of winter (heterotrophic regeneration and high river discharge) while minima are shown in late spring (phytoplankton uptake and low flow rate). In general the simulated DSi are in good agreement with observations but slightly underestimate observed summer values in the upstream part of the estuary (Fig. 4b). Despite this underestimation, the seasonal signal of DSi is correctly captured at every location along the estuary with both simulated and observed maxima in winter and minima in summer (Fig. 6). In the marine estuary, the simulated DSi seasonal variation is less marked than in the observations. The seasonal evolution of PO$_4^{3-}$ is well reproduced in amplitude and timing for upstream stations and in the vicinity of the MTZs (Fig. 6). The high variability of modelled concentration results from absorption/desorption of PIT on particles and is related to the simulated SPM dynamics. The maximum concentration of PIT is simulated upstream (km 150) in late summer and autumn (with concentrations above 15 μmol L$^{-1}$) when the river flow decreases. In the downstream part (km 36 and 20), the simulated seasonal signal is less pronounced than observed and the model fails to catch the amplitude of the observed summer-fall increase. The seasonal variation of O$_2$ is less well represented and model results tend to overestimate observations (Table 4; Fig. 6). The phytoplankton blooming period is reasonably well captured by the model at the different locations. The timing and amplitude of the Chl a maximum are consistent with the observations, except in the maximum turbidity zone (km 78), where model results underestimate observations.
The comparison of simulated freshwater diatom biomass with available data at 4 stations along the Scheldt estuary (Fig. 7) demonstrates the model capacity to reproduce the amplitude and the seasonal evolution of freshwater diatoms concentrations along the Scheldt estuary. In the upper part of the estuary, observed and simulated freshwater diatoms show a series of blooms between late spring and end-summer (Fig. 7a, b). The magnitude of freshwater diatoms biomass decreases downstream mainly during the spring period (Fig. 7c,d).

### 3.3. Spatio-temporal evolution of PFTs

Fig. 8 compares the geographical extent and the magnitude of freshwater and marine phytoplankton blooms. The spatial distribution of phytoplankton simulated in the Scheldt estuary suggests the occurrence of two distinct blooms, one in the freshwater and the other in the marine section of the estuary (Fig. 8). Such a distribution of riverine and coastal communities in the estuary has been reported by Muylaert et al. (2009). The absence of phytoplankton bloom between km 60 and 80 suggests that neither the freshwater nor the marine phytoplankton cross the MTZ at the saline transition. Overall the marine phytoplankton blooms between mid-April and late October (days 100 and 300) start earlier in the marine section but extend longer in the upper estuary. The biomass reaches impressive levels upstream and corresponds with a series of blooms simulated between late spring and end-summer (Fig. 8). In agreement with observations (Lionard et al., 2005, 2008a; Muylaert et al., 2000), the upstream phytoplankton blooms are dominated by freshwater diatoms and Chlorophyceae with biomass as high as 4000 and 2500 mg C m\(^{-3}\), respectively (Fig. 8b,d), with the Chlorophyceae contributing significantly (>50%) to phytoplankton in summer between km 140 and 160. On an annual mean basis, other algal groups represent less than 10% (Lionard et al., 2008b) and simulated cyanobacteria (not shown) represent a negligible biomass (<2 mg C m\(^{-3}\)). As observed (Lionard et al., 2008a,b), freshwater phytoplankton is present from spring to early autumn. Overall the simulated freshwater diatoms penetrate further downstream than Chlorophyceae and reach their maximum in summer between km 140 and 120 (Fig. 8b). Chlorophyceae show their maximum biomass at km 140 and generally disappear downstream km 100 (Fig. 8d). As a result of different light adaptation (or adaptation to turbulence), diatoms were found to be the dominant phytoplankton species in the freshwater tidal reaches of the Scheldt while Chlorophyceae were found to be more successful in the tributaries rivers, especially in summer (Lionard et al., 2005). Throughout the year, simulated and observed (Lionard et al., 2005) Chl a and phytoplankton biomass declined in the brackish reaches. Nutrient limitation only impacts freshwater diatoms in late summer between km 150 and 110.

In the marine part of the estuary, the simulated phytoplankton bloom is maximum in summer and extends to 50 km upstream. It is characterized by the marine diatom-Phaeocystis-diatom succession (Fig. 8a,c), typical of coastal waters (Rousseau et al., 2002). Phaeocystis colonies dominate the marine phytoplankton biomass with maxima reaching 2000 mg C m\(^{-3}\) between km 20 and 50 (Fig. 8c). The simulated marine diatoms biomass is very modest except in the first 30 km between late March and late April, with biomass up to 150 mg C m\(^{-3}\) (Fig. 8a). In the marine part, nutrients only limit diatoms growth and can partly explain their low biomass. The marine nanoflagellates (not shown) are present in small amounts with biomass always <10 mg C m\(^{-3}\). The lack of blooming in spite of a supply of nanoflagellates cells after Phaeocystis colony disruption (Lancelot et al., 2005) is explained by the grazing pressure of marine microzooplankton (see below).

Fig. 9 shows the simulated spatio-temporal variations of freshwater and marine heterotrophic plankton. As expected from the spatio-temporal distribution of their prey, freshwater and marine microzooplankton and copepod distributions show distinct spatial distributions. The time slot and spatial occurrence of marine microzooplankton and copepods are between mid-April and late July and extends to the first 60 km (Fig. 9a,c) with a biomass of up to 100 and 30 mg C m\(^{-3}\) respectively, i.e. negligible compared to their prey. The success of microzooplankton can be related to the release of nanoflagellates in the ambient water after the disruption of ungrazed Phaeocystis colonies and the low significance of mesozooplankton that could control their development (Figs. 8c, 9a,c). Similarly, the biomass

### Table 3

Coefficient of determination (R\(^2\)) and the percent bias (Pbias) computed between annual model results and data available at each validation stations along the Scheldt estuary (see Figs. 3–5). All of the correlations are significant at the 95% confidence level.

<table>
<thead>
<tr>
<th></th>
<th>DIN</th>
<th>PO4</th>
<th>DSi</th>
<th>O(_2)</th>
<th>Chl a</th>
<th>SPM</th>
<th>SAL</th>
</tr>
</thead>
<tbody>
<tr>
<td>R(^2)</td>
<td>0.88 (S)</td>
<td>0.83 (S)</td>
<td>0.83 (S)</td>
<td>0.47 (S)</td>
<td>0.83 (S)</td>
<td>0.33 (S)</td>
<td>0.94 (S)</td>
</tr>
<tr>
<td>p</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0007</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>Pbias</td>
<td>-43</td>
<td>11.1</td>
<td>23</td>
<td>-36.9</td>
<td>21.9</td>
<td>23.7</td>
<td>1.8</td>
</tr>
</tbody>
</table>
Fig. 6. Seasonal evolution of RIVE-MIRO simulated (solid line) and measured (dot) DIN, DSI, PO$_4^{3-}$, O$_2$ and Chl a concentration at km 150, 120, 78, 64, 36 and 20 of the estuary in 2006.
of freshwater copepods and microzooplankton (Fig. 9b,d) are not significant, excepted between late June and early October, when microzooplankton biomass increases up to 400 mgC m$^{-3}$ due to the presence of a large amount of Chlorophyceae (Figs. 8d, 9b).

Our model shows the presence of marine bacteria in the first 40 km between mid-February and mid-April with a maximum concentration of 60 mgC m$^{-3}$ (Fig. 9e). They remain nevertheless present in lower amounts during the rest of the year with concentrations below 40 mgC m$^{-3}$. Contrasting with marine bacteria, whose development corresponds with the release of authochtonous organic matter, extremely high biomass of freshwater bacteria (>200 mgC m$^{-3}$; Fig. 9f) are shown in the upper Scheldt and at the confluence of the Scheldt with the tributaries due to the discharge of large quantities of both bacteria and organic matter.

4. Discussion

4.1. Model assessment

Model validation shows the model capacity to reproduce seasonal and longitudinal evolution of the physical and biogeochemical variable in the Scheldt estuary with however a significant overestimation of DIN concentration at the confluence with the lateral tributaries. This N overestimation mainly results from uncertainties on determining inputs from point sources, in particular, in the Dyle and the Nete rivers. The effect of DIN overestimation on estuarine phytoplankton dynamics was investigated by decreasing DIN river inputs by a factor 2. Modifying N loads has no impact on freshwater phytoplankton but decreases maximum Phaeocystis biomass of about 200 mgC m$^{-3}$ (~10% of the reference simulation) around km 40. In absence of important nutrient limitation of phytoplankton growth in the estuary, this discrepancy will only marginally affect the analysis of phytoplankton dynamics in the Scheldt. However, nutrient exports to the coastal zone are largely controlled by river inputs and annual flows of nutrients, N in particular, must be carefully considered and will be only discussed in a comparative and qualitative way.

Several physical–biogeochemical 1D (Cox et al., 2009; Hofmann et al., 2008; Regnier et al., 1997; Soetaert and Herman, 1995a; Vanderborght et al., 2002) or 2D (Arndt et al., 2007, 2009; Vanderborght et al., 2007) models were previously implemented in the Scheldt estuary to study C, nutrients and/or O$_2$ biogeochemical transformations and fluxes. In these estuarine models, phytoplankton process formulations are generally based on total primary production (generally associated to diatoms growth) without distinction between phytoplankton groups (e.g. Hofmann et al., 2008) or only simulate a limited period of time (e.g. summer time; Arndt et al., 2007; Vanderborght et al., 2007). These models are appropriate to reproduce the annual or decadal evolution of biogeochemical processes and concentration along the Scheldt estuary with sometimes a better result than those obtained with our complex model (for N and O$_2$ in particular). In particular, Hofmann et al. (2008) present estuarine annual C and N budgets and fluxes and describe the spatial patterns of

| Coefficient of determination ($R^2$) and the percent bias (Pbias) computed between daily model results and data available at each validation stations along the Scheldt estuary (see Fig. 6). All of the correlations are significant at the 95% confidence level. |
|---|---|---|---|---|
| DIN | PO$_4$ | D$_5$ | O$_2$ | Chl a |
| $R^2$ | 0.54 (S) | 0.47 (S) | 0.74 (S) | 0.33 (S) | 0.32 (S) |
| Pbias | -0.0001 | -0.0001 | -0.0001 | -0.0001 | -0.0001 |

Fig. 7. Seasonal evolution of RIVE-MIRO simulated (solid line) and measured (dot) freshwater diatoms concentration at km 138, 120, 98 and 78 of the estuary in 2006.
nutrient concentrations and fluxes in the Scheldt estuary for average conditions representing the 2001–2004 period. Arndt et al. (2009) estimate seasonal N and Si transformations and fluxes along the entire continuum of the Scheldt estuary over a period of one year. However, none of these models can be used to understand the dynamics of phytoplankton in the estuary because they do not describe explicitly the processes associated with the mixing of the marine and freshwater communities as tempted in the here described RIVE-MIRO model.

In addition, most of the previous modelling studies were limited to the saline estuary (from Vlissingen to Rupelmonde) (Regnier and Steefel, 1999; Regnier et al., 1997; Soetaert and Herman, 1995a; Vanderborght et al., 2002) and ignored the role of the tidal river where nutrient transformation processes are particularly intense (Fig. 6). Yet the extension of the model domain to the tidal river was considered by Vanderborght et al. (2007) and Arndt et al. (2009). One step further, our application that couples an explicit description of the watershed with the estuarine model permits to estimate the impact on the Scheldt estuary of the modification of human activity on the watershed and the export to the coastal waters. The off-line coupling of a watershed, an estuarine and a coastal model avoids the need for providing boundary conditions at the boundaries of the different models.

4.2. Control of phytoplankton succession in the estuary

At the interface between freshwater and marine ecosystems, estuaries provide complex and fluctuating habitats for freshwater and marine phytoplankton where salinity gradient, light availability and water residence time control phytoplankton dynamics (Lancelot and Muylaert, 2012). In the Scheldt estuary, our model results suggest the development of distinct blooms in the freshwater and the marine sections of the estuary (Fig. 8).

Fig. 8. Spatio-temporal evolution of marine (diatoms (a) and Phaeocystis colonies (c)) and freshwater (diatoms (b) and Chlorophyceae (d)) phytoplankton simulated in the Scheldt estuary by the 1D-RIVE-MIRO model in 2006.

Fig. 9. Spatio-temporal evolution of marine microzooplankton (a), mesozooplankton (c) and bacteria (e) and freshwater rotifers (b), mesozooplankton (d) and bacteria (f) simulated in the Scheldt estuary by the 1D-RIVE-MIRO model in 2006.
Fig. 10. Spatio-temporal evolution of marine and freshwater phytoplankton biomass obtained by the 1D RIVE-MIRO model when biological activity is set to zero (a, b), without salinity effect (c, d), when considering all freshwater diatoms as euryhaline (e, f) and without taking into account the SPM effect in the computation of the light attenuation coefficient (g, h).
Different sensitivity tests were performed to understand the mechanisms controlling the simulated phytoplankton succession in the estuary (Figs. 10, 11). The relative contribution of the physical transport and of the biological processes on the simulated phytoplankton patterns is estimated by comparing the reference spatio-temporal distribution of freshwater and marine phytoplankton biomass (Fig. 8) with those obtained when setting all biological activities to zero (Fig. 10a,b). Model results are analysed based on the difference between the two simulations (sensitivity test – reference; Fig. 11a,b) with negative value indicative of bloom development in the reference simulation and positive one of a better survival in the estuary when biological processes are neglected. When only the physical transport is taken into account, the simulated freshwater and marine phytoplankton biomasses decrease from the upstream and downstream boundaries respectively (Fig. 10a,b). In the upper estuary, Chlorophyceae and freshwater diatoms remain relatively constant between the km 160 and 120 with maximal biomass around 2500 mgC m⁻³ (Fig. 10b) and decrease after due to the important dilution by tributaries and marine waters. The negative values obtained in the upstream part of the estuary (Fig. 11b) indicate the growth capacity of freshwater diatoms and to a less extent Chlorophyceae. The higher penetration of transported freshwater phytoplankton in the estuary (positive difference in Fig. 11a,b) up to km 60 is explained by the absence of salinity-related mortality in the simulation with no biological activity. In absence of biological processes, Phaeocystis and marine diatom are transported more upwards (up to km 70; Fig. 11a). Interestingly the difference pattern shown in Fig. 11a indicates that Phaeocystis colonies grow in the lower estuary mainly in summer. On the contrary the positive difference obtained for marine diatoms imported in the downstream part of the estuary (Fig. 11a) suggests a dominance of loss over growth processes (grazing, lysis and/or sedimentation) in the reference simulation.

The extent to which the salinity-related mortality was responsible for the simulated bimodal distribution of freshwater and marine phytoplankton was investigated by neglecting this effect on PFTs (phytoplankton, zooplankton and bacteria) and by comparing the corresponding spatio-temporal distributions of freshwater and marine phytoplankton to the reference (Figs. 10c,d, 11c,d). In absence of salinity effect, freshwater diatoms allow to cross the MTZ and bloom between km 40 and 80 in the salt gradient, reaching biomass of about 1300 mgC m⁻³ (Figs. 10d, 11d). Similarly, marine phytoplankton biomass increases in the salt gradient, especially Phaeocystis whose bloom extends up to km 80 (Figs. 10c, 11c). Yet, the impact on phytoplankton biomass is limited because removing the effect of salinity on zooplankton increases their grazing pressure on phytoplankton. This is particularly marked in the freshwater estuary where the microzooplankton pressure on Chlorophyceae is stronger when the salinity-induced mortality is not considered (Fig. 11d).

In the reference simulation, freshwater diatoms are considered as composed at 90% by stenohaline species while 10% are euryhaline. The consequence of this choice on phytoplankton distribution was explored by running the model with varying freshwater assemblage (composed at 30%, 50%, 70% and 100% of euryhaline species). The presence (or absence) of euryhaline species has a strong impact on the distribution and magnitude of both freshwater and marine phytoplankton (Figs. 10e,f, 11e,f). Overall, increasing the percentage of euryhaline species by >50% moves freshwater diatom growth downstream the MTZ and prevent the penetration and growth of marine species in the estuary. More than salinity or phytoplankton, the presence or absence of euryhaline freshwater species has a significant impact on the distribution and magnitude of freshwater and marine species. When accounting for more than 50% of the total freshwater diatom biomass, euryhaline species bloom further downstream the MTZ and prevent the penetration and growth of marine species in the estuary. More than salinity or phytoplankton composition at the boundaries, light availability – strongly dependent on SPM concentration –, appears as the main factor controlling the phytoplankton distribution in the Scheldt estuary in 2006 and explain the sharp decrease of freshwater phytoplankton simulated between the km 100 and 70.

4.3. Estuarine biological control of nutrient export to the coastal zone

A budget based on the 1D-RIVE-MIRO daily simulations of nutrient fluxes estimates to 1.84 Gmol N, 0.063 Gmol P and 0.47 Gmol Si the annual export of nutrients to the coastal zone in 2006 (Table 5). Nitrogen export is similar to that estimated by Hofmann et al. (2008) for the period 2001–2004 (2.2 Gmol N y⁻¹). The comparison between simulated annual loads and those based on available discharge and nutrient concentrations (RIKZ) show an good correspondence for N (2.08 Gmol N
y\(^{-1}\)), P (0.05 Gmol P y\(^{-1}\)) and Si (0.045 Gmol Si y\(^{-1}\)) (Lancelot and Gypens, submitted for publication - this issue). Biological activities transform nutrients during the estuarine transfer and modify the proportion of inorganic and organic forms (N, P and Si) exported to the coastal zone compared to the river inputs to the favour of the inorganic ones (Table 5). Interestingly, as shown by Arndt et al. (2011), part of the biogenic Si (BSi) mineralised in the estuary is from marine origin and corresponds to the mineralisation of marine diatom frustules that

Fig. 11. Spatio-temporal evolution of marine and freshwater phytoplankton biomass computed as the difference between results obtained by the 1D RIVE-MIRO model when biological activity is set to zero (a, b), without salinity effect (c, d), when considering all freshwater diatoms as euryhaline (e, f) and without taking into account the SPM effect in the computation of the light attenuation coefficient (g, h) and the reference simulation.
have penetrated the estuary (−0.06 Gmol Si/y, Table 2). In agreement with Hofmann et al. (2008), our results show that nitrification remains the main process governing the N cycle in the Scheldt estuary and the relative proportion of NO3− and NH4+ with a net production of NO3− (Table 5). About 4% of the total N inputs are denitrified in the estuary and similar amount of N are retained in the sediment.

Eliminating biological activity in the estuary (NOBIO simulation; Table 5) allows estimating the importance of physical processes (transport of dissolved and particulate matter, adsorption/desorption and sedimentation/resuspension, dilution) controlling the export of nutrients to the coastal zone. Comparing this budget with the reference demonstrates the minor role played by the biological activity on the magnitude of the exported nutrients and its major influence on their chemical forms. The increased relative contribution of inorganic vs organic nutrients (Table 5) suggests the dominance of bacterial organic matter mineralisation and nitrification over phytoplankton uptake in the Scheldt estuary (Table 5). This is confirmed by analysing the nutrients budget obtained when phytoplankton growth is prevented (simulation NOPHY; Table 5) and biological transformations due to heterotroph processes only. In addition, this simulation suggests that the export of inorganic nutrients available for coastal phytoplankton yet relies on the ability of phytoplankton to grow (or not) in the estuary (Table 5). This is demonstrated by calculating the nutrient budget obtained when maximizing the phytoplankton growth in the estuary (no effect of SPM in ke formulation; simulation ke-SPM; Table 5).

### 4.4. Prospective scenario

Prospective scenarios were performed to investigate the impact of human activity in the Scheldt watershed on the estuarine phytoplankton dynamics and on the nutrient export to the coastal zone. In particular, the operation of the wastewater treatment plant in ‘Brussels North’ in 2007 could have an important impact on the amount and speciation of nutrients discharged into the Zenne and then after in the Scheldt estuary. Two nutrient reduction scenarios have been considered: (i) the upgrading of wastewater treatment plants (WWTP) and (ii) the conversion of conventional agriculture to organic farming. The upgrading of WWTP is based on the implementation of the European Directive on Urban Waste Water Treatment (91/271/EEC) and implies the upgrading of the main plants (treatment capacity >2000 inhabitant equivalent (IE)) to a more advanced treatment of N and P corresponding to a reduction of respectively 70% and 90% (Thieu et al., 2010). For the organic farming scenario, the total agricultural area (grassland, arable land and heterogeneous agricultural areas) is assumed to adopt new farming practices that lead to limit the average subroot NO3− concentration (Thieu et al., 2011).

Both the conversion to organic farming and the upgrading of WWTP decrease the nutrient inputs to the estuary by the main and lateral tributaries (Fig. 12). Interestingly the WWTP upgrading has a larger effect on nutrient delivered by the lateral tributaries (positive effect of the Brussels WWTP) while organic farming is more effective in the upper basin (Fig. 12). The impact of organic farming is limited to DIN with no effect on P and Si (Fig. 12b,c). Both organic farming and WWTP scenarios decrease the N inputs while only the WWTP scenario affects P loads (Fig. 12a,b). The WWTP scenario decreases DIN especially in the freshwater estuary (Fig. 12a) but PO43− (Fig. 12b) all along the estuary. The simulated decrease of phytoplankton in both the upper and marine

### Table 5

<table>
<thead>
<tr>
<th>INPUT</th>
<th>REF</th>
<th>NOBIO</th>
<th>ke-SPM</th>
<th>NOPHY</th>
</tr>
</thead>
<tbody>
<tr>
<td>POP</td>
<td>0.018</td>
<td>0.013</td>
<td>0.016</td>
<td>0.022</td>
</tr>
<tr>
<td>NO3−</td>
<td>0.91</td>
<td>1.38</td>
<td>0.85</td>
<td>0.82</td>
</tr>
<tr>
<td>NH4+</td>
<td>0.80</td>
<td>0.07</td>
<td>0.62</td>
<td>-0.02</td>
</tr>
<tr>
<td>DON</td>
<td>0.26</td>
<td>0.01</td>
<td>0.17</td>
<td>0.15</td>
</tr>
<tr>
<td>DON</td>
<td>0.26</td>
<td>0.38</td>
<td>0.23</td>
<td>0.67</td>
</tr>
<tr>
<td>DSi</td>
<td>0.61</td>
<td>0.53</td>
<td>0.47</td>
<td>0.22</td>
</tr>
<tr>
<td>BSi</td>
<td>0.07</td>
<td>-0.06</td>
<td>0.06</td>
<td>0.26</td>
</tr>
</tbody>
</table>

Fig. 12. Annual mean evolution of DIN (a), PO43− (b) and Chl a (c) concentration computed for the reference simulation (black line), when running the ‘WWTP’ (grey dashed line) and ‘organic farming’ (grey line) scenario.
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