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ABSTRACT 

One novel composite kernel based support vector machine (SVM), which is called DOCKSVM (Data Oriented 
Composite Kernel based Support Vector Machine) is proposed in the paper. SVM have been proved good potential in 
various studies, and tried to application for pattern classification problems such as text categorization, image 
classification, objects detection etc. Recently, more and more researches show that SVM is promising in remote sensing 
image classification. Unlike traditional SVM method, DOCKSVM could integrate the bio-geophysical character into 
final classification through the composite kernels, which lead to the accuracy improvement of classification results. 
Firstly method of DOCKSVM is described in detail, then the novel method according to information entropy of training 
data to evaluate the weighted value of kernels is proposed, finally, preliminary results of application to remote sensing 
image classification is given which show that it’s good potential tool for remote sensing image classification. 
Keywords: Support Vector Machine, Composite Kernel, mage Classification, Remote Sensing 

1. INTRODUCTION 
The Support Vector Machine (SVM) is a relatively recent approach introduced by Boser [1] and Vapnik [2] for solving 
supervised classification and regression problems. SVM provides a new way to design classification algorithms which 
learn from examples (supervised learning) and generalize when applied to new data. SVM approach does not suffer from 
the Hughes phenomenon, which is for a limited number of training samples data, the classification accuracy rate 
decreases as the dimension of samples data increases.  For the linearly separable training data, SVM is to find the 
optimal separation surface between classes thanks to the identification of the most representative training samples of the 
side of the class, for the no-linearly separable, kernel method is used to project the data into high dimension space, where 
the classes are linearly separable. 

Composite kernels based SVM have demonstrated excellent performance for classification problems in the terms of 
accuracy and robustness. Joachims et al. (2001)[3] create two kernels based on text and hyperlink features respectively, 
and linearly combine them by assigning the same weight into a composite kernel for web page classification, the final 
composite kernel has good performance than the single kernel. Sun et al. (2004) [4] proposed an way to optimize the 
linear combination of kernels, experiments results of the method for classifying Web pages show that composite kernel 
has a better generalization performance. Jang et.al.,2007[5]proposed a composite kernel method using polynomial kernel 
and RBF kernel, the results of application to time serials prediction problems show that good accuracy the single kernel. 

Recently, composite kernel method is more and more tried in remote sensing image classification. Mercer and Lennon 
(2003) [6] propose mixture of kernel method, by combining multiple kernels linearly, spectral and spatial information can 
be well integrated into classification, the results of application to CASI image classification shows better accuracy. 
Camps-vall et al. (2006) [7]present a framework of composite kernels method for hyperspectral images classification, 
which construct a family of composite kernels that easily combine spatial and spectral information, the results 
experiments for application to AVIRIS data show good performance while the optimal weight between kernels is 
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selected. Gu et al. (2007) [8] demonstrated composite kernels could integrate spatial and spectral information for 
hyperspectral image classification, experiments results show that better results compared with Maximum Likelihood 
Classifier (MLC) and the introduction of spectral-spatial kernels can greatly improve classification accuracies. 

Composite kernels method can well integrate different features information of the samples data, which results into better 
classification accuracy then single kernel. The important factors to affect the performance of Composite kernels method 
not only include the kernels combination structure but also kernel’s function structure, which should be concerned when 
using Composite kernels method. More research carried have shown that the kernel function structure selection have an 
influence on SVM [9], modification of kernel function structure to take into bio-physical meaning of  training data 
account have been demonstrated to improve SVM performance[6][10]. For kernels combination structure, the weight value 
of kernel act as efficient tradeoff parameter to account for the contribution of different features information to the 
classification result, which mean the weight value selected is one of the important parameters other than kernel function 
structure, however, until now how to decide the weight value of kernel remains a problem, step search method is 
commonly used while time-consuming, furthermore, the same weight value of kernels for all classifiers, which means 
that all the SVM classifiers between classes are assigned the same weight value of kernels.  

Data Oriented Composite Kernel Based Support Vector Machine (DOCKSVM) is proposed in this paper, which develop 
the method of construct composite kernels for SVM according to the classified data with different weight value of 
kernels for SVM classifiers, and the method of kernels weight value evaluation based entropy of training data is firstly 
proposed. 

The paper is outlined as follows. Section 2 briefly reviews the theory basis of SVM classifiers. Section 3 described the 
method of DOCKSVM in detail. Section 4 presents the preliminary experiments of application to remote sensing 
classification. In Section 5, the conclusions and final remarks are given.      

2. THE SVM CLASSIFIERS 
2.1 Theoretical background of SVM 

A comprehensive introduction to SVM is given in [11]. The theoretical background of SVM is just reviewed briefly as 
follows. SVM is originally formulated to construct binary classifiers from a set of training examples, given a labeled 
training samples dataset consisting of pairs of class labels and n -dimensions feature vectors as ),( ii xy  , i =1,…, l , 

}1,1{ −∈iy , n
i Rx ∈ , the SVM approach is to find the separating hyperplane 0),( =+>< bxw , nRx∈ , nRb∈ , 

so that: 

   1) Samples with labels 1±=iy are located on each side of the hyperplane; 

   2) The margin defined as the distance of the closest vectors to the hyperplane in each side to the hyperplane is 
maximized. 

The classifiers are allowed to be defined as: ),()( bxwSgnxf +><= , the support vectors lie on two optimal 
hyperplanes of the equations: 1, ±=+>< bxw . 

The maximization of the margin leads to the following constrained optimization problem: 

Min {
2

2
1 w } with 1),(( ≥+>< bxwy ii , i =1,…., l                (1) 

where w and b define a linear classifier in the feature space, the maximal margin classifier can be generalized to 
nonlinearly separated data via two approaches. One is introduce a soft margin parameter C  to relax the constraint that 
all the training vectors of a certain class lie on the same side of the optimal hyperplane, which is effective to noisy data. 
The other is to transform input vectors into a higher dimension feature space by a map function φ  that is performed in 
accordance with Cover’s theorem [12], which guarantees more likely to be linearly separable in the resulting space, then 
get the form as follow: 
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2

2
1 w + ∑
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iC
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ξ }                                      (2) 

                             Constrained to: 

                            iii bwxy ξφ −≥+>< 1),(( ,  

0≥iξ , i =1,….,l 

C  is the regularization parameter that control the capabilities of the classifier and it must be selected by the user, and iξ  
are positive slack variable enabling to deal permitted errors. 

By introducing the Lagrange multiples αi≥0, the optimization problem can be translated into the following form: 

                              Max w(α)= ∑
=

l

i
i

1

α - ∑
=

><
l

ji
jijiji xxyy

1,
)(),(

2
1 φφαα                   (3) 

Subject to: i

l

i
i y∑

=1
α =0 and 0≥≥ iC α , i =1,….,l 

Only a small number of multiples iα  of nonzero values which are associated with the so-called support vectors form the 
boundaries of the classes. Kernel function can be introduced to reduce the expensive computation of inner product of 
mapping function φ :  

),( ji xxk = >⋅< )()( ji xx φφ                             (4) 

Then a nonlinear SVM can be constructed using only the kernel function without having to considering the mapping 
function φ  explicitly. After solving the dual problem by introducing Equation (4) into (3), the decision function for any 
test vector x  can be expressed in terms of kernel expansion as: 

)),(sgn()(
1
∑
=

+=
l

i
iii bxxkyxf α                                  (5) 

Where b can be easily computed from iα  as explained in [13] 

2.2 Multiple class separation strategy for SVM 

SVM is designed to solve two-class classification problems, two popular approaches can be used for M-class problems: 

1) One against one (OAO): each pair classes have to be computed for a SVM classifier, so 
2

)1( −MM
 classifiers 

should be acquired. 

2) One against all (OAA): only M classifiers should be obtained by iteratively computation each class against all 
the others. 

The OAO approach is used in this paper, although more SVM classifiers needed to be applied, the computing time can 
be improved because the complexity of the algorithm depends on strongly the number of training samples. 

 

3. METHOD OF DOCKSVM 
SVM is actually one kernel based method, kernel function is a very important factor for the performance of SVM, any 
kernel function K which fulfils MERCER’S condition [6] can be used in SVM, however, different kernel function lead 
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into different performance of SVM. In mathematics, dot product for two vectors is meaningfully an assessment of the 
distance or similarity between them, so that kernel maybe taken as an assessment of the distance or similarity two 
training samples in feature space, each feature of samples represents deferent bio-physical properties so that each feature 
had better use specially designated distance or similarity measure function[14][15],  the idea of DOCKSVM is to modify 
the kernel function for each feature by using corresponding distance or similarity measure function according to bio-
physical properties of sample data,  the composite kernels finally obtained are  expected to well integrate different 
features information of the samples data, and to get  better classification accuracy then single kernel. DOCKSVM, one 
composite kernel based SVM approach is presented in detail in the following: 

Given  a kernel function K , for x ， Xz∈ , there will be: 

 ),( zxk =< )()( zx φφ ⋅ >                                                                           (6) 

Where φ  is the mapping function for X to feature space.  

Suppose 1k  and 2k  are kernel function that fulfils Mercer’s condition, composite kernels as follows should be kernel 
function and still fulfils Mercer’s condition [11]. 

),( zxk = ),(1 zxk  + ),(2 zxk                              (7) 

),( zxk  = ),(1 zxak  , Ra∈                          (8) 

According to Equations (7) and (8), Joachims [3] 2001 deduced the valid kernel function in the following and applied to 
hypertext categorization: 

),( zxk = λ  ),()1(),( 21 zxkzxk λ−+              (9) 

Four approaches of composite kernels are proposed by Camps-valls in 2006 [7], in which, weighted summation kernel 
approach is referred, furthermore, according to Equations (7), (8) and (9), weighted summation kernel approach can be 
generalized in the following: 

Given a training samples dataset X  with feature space of s dimension, the number of s kernel function ),( p
j

p
ip xxk ，

=p 1，2，…… s , is defined, which are applied on each feature domain, then the composite kernels based feature can 
be in the following form: 

),( ji xxk = ),(
1

p
j

p
ip

s

p
p xxk∑

=

λ                                     

= ),( 11
11 ji xxkλ + ),( 22

22 ji xxkλ +,……,+ ),( s
j

s
sss xxkλ          (10) 

With 1λ + 2λ +,…..,+ sλ =1 

where pλ  is the weight value of the kernel function ),( p
j

p
ip xxk . 

Suppose that the number of training samples is m , kernel matrix m
jiji xxkK 1,)),(( ==  of m × m  dimension should 

be obtained in the training procedure of SVM, the element of K  stand for the value of distance or similarity for one pair 
of samples. The weight value pλ  stands for the contribution of the corresponding feature information to the 
classification. Obviously, Single kernel based SVM is the special case in Equation (10) 

For composite kernel based SVM, is expected to improve the classified accuracy, however, uncertainty increases when 
the parameter of weight value λ is introduced. How to evaluate λ is the key for the performance of composite kernels. 
Step search in [0, 1] is proposed by Camps-valls in 2006 [7], which is time-consuming when a less step is used for good 
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accuracy, so that the tradeoff between accuracy and training speed has to be done, furthermore, the same weight value of 
kernels for all classifiers, which means that all the SVM classifiers between classes are assigned the same weight value 
of kernels. Actually, for multiple classes separation problems, one group of SVM classifiers should be applied, different 
feature maybe have the different contribution on each classifier, so rational λ  is expected for each corresponding 
classifier.  

OAO strategy is only taken in DOCKSVM.  Given the number of training samples X is N, and the dimension of feature 
space is s ,then there are N（N-1）/2 classifiers needed to be applied, the form of the classifier q（q=1,2,……,N（N-

1）/2）is as follow:： 

),( jiq xxk = ),(
1

p
j

p
ip

s

p
qp xxk∑

=

λ                                      

= ),( 11
11 jiq xxkλ + ),( 22

22 jiq xxkλ +,……,+ ),( s
j

s
ssqs xxkλ           (11) 

where， 1qλ + 2qλ +,…..,+ qsλ =1，q =1,2,……N（N-1）/2 

Since the parameter λ is the key factor for DOCKSVM performance, it is worth nothing that to focus on how to obtain 

the parameterλ , the method of information entropy based composite kernels weights determination is proposed in the 
following. 

Entropy is a measure of the uncertainty associated with a random variable, which come from information theory [16]. 
Given a discrete random variable X  with possible values },...,{ 1 nxx  , If ),......,( 21 npppp =  denotes the 

occurrence probability vector of the element of X , the entropy H is: 

i

n

i
in pppppHpH ln),......,,()(

1
1 ×−== ∑

=

                      (12) 

With 1
1

=∑
=

n

i
ip ，0 1≤≤ p  

Information entropy can be used to feature extraction for machine leaning classification problems [17][18], the more less of 
Information entropy of the feature, the larger the certain information, the more important the feature affect the 
classification results, i.e. the weight of the feature,  and vice versa. 

For one classifier of formula (3.5), it is only one classifier for two classes training samples, so two classes ( m =1,2) 
separation problem is considered here. Suppose that there are two classes training samples with s  feature Domains,  and  
the i th feature Domains has in feature parameters, the sum of feature parameters of all s  feature Domains is  

∑=
s

i
inn , for the feature ),......2,1( njFj = , the distribution range  of the feature jF can be equally divided into M 

sub-range, )( jrk , Mk ,......2,1= ,then the probability of samples meet the condition of   jF ∈ )( jrk belongs to m th 
class is: 

)( jpkm =
)(
)(

jM
jM

k

km                   (13) 

where, )( jM k is the sum of samples meet the condition of  jF ∈ )( jrk ， )( jM km is the sum of samples )( jM k  
belongs to m th class. 
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)( jM k =∑
=

2

1
)(

m
km jM                                                                                                                   (14) 

Suppose that )( jpk  is the probability of one sample meet the condition of jF ∈ )( jrk ,then： 

)( jpk =
0

)(
M

jM k                                                                                                                         (15) 

0M  is the sum of total samples，which is in the form： 

0M =∑
=

M

k
k jM

1
)(                                                                                                                           (16) 

The entropy of the j th feature jF  can be defined as: 

)( jFH = )(log)()( 2

2

1

jpjpjp km
m

km

M

k
k ∑∑

=

−                                                                         (17) 

The less )( jFH  is, the larger the contribution of jF  to classification, i.e., the larger the corresponding kernel weight. 

Suppose that: )(' jFH =
)(

1

jFH
， 0H =∑

=

n

j
jFH

1

' )(                                                                                           (18) 

The normalization value of feature jF  contributing to kernel weight can be defined as : 

0

' )(
H

FH j
j =ω ，j=1,2,……, n                                                                                                  (19) 

In DOCKSVM, the kernels are applied on feature domain, then the kernel weight iλ corresponding to the i th feature 
Domains can be defined as: 

iλ =∑
=

in

j
ij

1
ω ，where， i =1,2,…… s                                                                                          (20) 

There are N（N-1）/2 classifiers when DOCKSVM is used to N class separation problem, the kernels weight λ  of all 

N（N-1）/2 classifiers  can be obtained after the abovementioned method of  information entropy iterately applied to 
each pair classes training samples. 

4. EXPERIMENTS AND RESULTS 
DOCKSVM is an approach of composite kernels bases SVM for classification problems, to test its performance, the 
experiments of application on ship classification from remote sensing images is carried out. Data used in the experiments 
are IKONOS panchromatic images with 1 meter spatial resolution taken over sea area, in which three kinds of ships 
training samples and test samples are obtained by manual interpretation. The features used for ship classification include 
spectral, texture and geometrical shape.  

For using the spatial geometrical shape, the segmentation of the image is important for the classification, the experiments 
are aimed to test the performance of DOCKSVM for classification, and segmentation by hand of the image is used to 
guarantee the segmentation accuracy. 
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According to the features include spectrum, texture and geometrical shapes, the composite kernels can be defined as 
follow: 

),( ji xxk = ),(1
spec
j

spec
ispec xxkλ + ),(2

text
j

text
itext xxkλ + ),(3

shap
j

shap
ishap xxkλ                                      (21) 

With 1λ + 2λ + 3λ =1, speck , textk , shapk  stand for the kernels to spectrum, texture and geometrical shapes feature domain 
respectively, 

Modified Radial Basis Function (RBF) kernel is used by introducing different distance or similarity measure function of 
each feature as follow:  

  RBF kernel：   ),( ji xxk =e
2

ji xx −−γ
                                                                                   (22) 

2
),( jii xxxxd −=       

For spectral kernel speck , spectral angle measure function is taken： 

))arccos(),(
ji

ji
ji xx

xx
xxd

⋅
=                                                                 (23) 

For texture kernel textk , Canberra distance measure function is taken 

),( ji xxd =
ji

ji

xx

xx

+

−
                                                                             (24) 

For geometrical shape kernel shapk , keep the Euclidian distance measure function of RBF. 

The spectral feature domain includes mean and standard deviation, the texture feature domain includes derived from 
Gray Level Co-occurrence Matrix, the geometrical shape feature domain includes derived from Hu’s moment invariants. 

Table 1. The feature data of 3 selected training samples 

The kernel weight value λ  for each DOCKSVM classifier obtained by using the method of information entropy is listed 
in Table 2. 

Table 2. The kernel weight for all the classifiers 

DOCKSVM classifier 
1λ  2λ  3λ  

Class-1 to class-2 0.54 0.18 0.28 

Class-1 to class-3 0.21 0.46 0.33 

Class-2 to class-3 0.39 0.16 0.45 

samples spectrum texture Hu’s moment invariants Of  geometrical shapes 

 Mean  Standard deviation Entropy Second-order moment Contrast M1 M2 M3 M4 M5 M6 M7 

Class-1 77.5 1106.1 2.1 0.12 2832.8 0.46 1.02 3.41 3.61 7.09 4.13 8.13 

Class-2 147.5 1953.2 2.2 0.11 4842.2 0.60 1.45 3.16 3.64 6.66 4.37 7.64 

Class-3 79.6 605.1 2.2 0.11 1483.2 0.40 0.89 3.95 4.19 8.21 4.69 8.90 
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The penalization parameter C and the kernel width parameter σ  are derived by using the method of K-fold Cross 
Validation which is proposed in [19]. C =128.0 and σ =0.125 is used for the trained DOCKSVM. 

Eight test samples is used to test the performance of the trained DOCKSVM, for the sparseness of experiment samples, 
accuracy of classification is defined as: 

100%×=
all

right

n
n

ASC  , and 100%×=
all

right

N
N

OA                                                       (25) 

where ASC  is the accuracy for single class, rightn   and alln are the sum of correct classified samples and the sum of all 

samples of single class, respectively. OA  is the overall accuracy, rightN and allN  are the sum of all correct classified 
samples and the sum of all samples of all classes, respectively. 

The data of classification accuracy can be seen in Table 3, not only accuracy for single class but overall accuracy are 
100%, which show that the promising performance of DOCKSVM. 

Table 3. The accuracy of ship classification using DOCKSVM 

Ship classes correct classified 
samples 

all samples of 
single class 

OSC（%） OA（%） 

Class-1 1 1 100  

Class-2 3 3 100  

Class-3 4 4 100  

Total samples 8 8  100 

 

5. CONCLUSION 
DOCKSVM is proposed in this paper, which is aimed to get composite kernels according to bio-physical properties of 
the feature parameters of training data, and  to take advantage of  the prior entropy information of training samples, all 
the SVM classifiers can obtain different kernel weight when OAO separation strategy is taken. Compared with 
traditional composite kernel based SVM, the novel DOCKSVM generalize the weighted summation kernel approach by 
exploiting the properties of MERCER’S  kernels, which using different modified kernel function according to distance or 
similarity  measure function of each feature domain, so that the feature information can be well combined into the 
classifiers. Moreover, DOCKSVM realize that each classifier has special kernel weights which accounts for different 
feature maybe have no the same contribution to the classification results, the proposed method of information entropy to 
evaluate the kernel weights can be expected to get the rational kernel weights instead of step search method. 

Experiments of testing the performance of DOCKSVM is also carried out, results of which show that DOCKSVM have a 
good classification accuracy when used to object classification from remote sensing image, DOCKSVM is not only 
designed for remote sensing Image Classification application, however, it maybe Potential Tool for remote sensing 
Image Classification in the future. 

The sparseness of samples restricted the further test of DOCKSVM. More experiments to test the performance of 
DOCKSVM need to be conducted and other methods of kernel weights evaluation should be studied in the future. 
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