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a b s t r a c t 

Wave, storm surge dynamics, and wave–current–surge interactions (WCSI) were investigated by applying 

a pair of unstructured-grid-based models to Lake Michigan under two strong wind events. The effects of 

wind field sources, wind drag coefficient bulk formula, and parameterizations of the bottom friction term 

were explored to understand lake dynamics. Two wave models were calibrated by using alternative wave 

physics settings under the 2011 northeasterly wind event. Forced by the southwesterly wind event in 

2013, the calibrated models using the atmosphere–ocean fully coupled Climate Forecast System Version 2 

wind field were further validated. It is found that the northwesterly winds induced 0.57 m setup near the 

southwestern coast, whereas the southwesterly winds produced 0.28 m setup and –0.43 m setdown near 

the northern and southwestern coasts, respectively. The WCSI mostly influence waves and storm surge in 

shallow-water areas near coasts and islands through depth-induced breaking, current-induced frequency 

shift and refraction, and wave-induced setup/setdown through wave radiation stress. Owing to the adop- 

tion of different discretization algorithms and bottom friction formulations, the modeled storm surge and 

waves exhibit some variation between the paired models. Even though the storm surge difference with 

and without WCSI is smaller than that between the two WCSI-coupled models, both circulation models 

adopt WCSI considering their consistent improvement on model accuracy under both wind events. The 

analysis of water transport indicates that wind speed, direction, and coastal geometry and bathymetry 

are also important factors in storm surge. 

© 2016 Elsevier Ltd. All rights reserved. 
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. Introduction 

Storm winds generate large waves, high surges, and strong cur-

ents ( Kerr et al., 2013a , b ), which further create complex wave–

urrent–surge interactions (WCSI) in the extremely dynamic and

hallow regions ( Benetazzo et al., 2013; Xie et al., 2008 ). Longuet-

iggins and Stewart (1964) established the WCSI theory by intro-

ucing the concept of two-dimensional (2D) depth-averaged wave

adiation stress (WRS) to account for wave-induced setup and set-

own. Based on the conservation of wave energy flux, wave height

nd its steepness become greater when they propagate into shal-

ower regions. The shallow-water wave process is dominated by

epth-induced breaking; the momentum flux is then transferred to

he water column and raises the water levels adjacent to the coast

 Holthuijsen, 2007 ). Based on the wave–current observations near

he southern coast of the North Sea, Wolf and Prandle (1999) pro-

osed that wave propagation and dissipation processes are also

ffected by variations in local water depth and ambient current
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elocity. The analytical solution to account for the effect of cur-

ents on waves in the absence of the breaking process was given

y Phillips (1977) : A 
A 0 

= 

c 0 √ 

c( c+2 U ) 
, where A, c , and U are the wave

mplitude, phase speed, and ambient current velocity, respectively;

 0 and c 0 refer to the wave amplitude and phase speed without

he inclusion of ambient currents. The modification of wave fre-

uency by current is achieved through the Doppler shift effect kU n ,

here k is the wave number, and U n is the current component in

he wave direction. This formula relates the absolute frequency ω 

n a fixed frame of reference with the relative frequency σ in a

rame of reference moving with the current through the expression

f ω = σ + kU n . From sites A to B, the variations of wave directions

 θA and θB ) and wavenumbers ( k A and k B ) on a spatially vary-

ng current field are determined by Snell’s law, which is expressed

s k A sin ( θA ) = k B sin ( θB ) ( Holthuijsen, 2007; Longuet-Higgins and

tewart, 1964; Wolf and Prandle, 1999 ). On the basis of linear wave

heory, Mellor (2008) derived the depth-dependable WRS formula-

ion, which further elucidates the underlying physics of WCSI in a

hree-dimensional (3D) space. 

Previous works have laid the foundation of WCSI theory and

timulated intensive numerical studies of wave, storm surge dy-

http://dx.doi.org/10.1016/j.ocemod.2016.12.007
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namics, and complex WCSI process. With the inclusion of wave

effects in a circulation model, Xie et al. (2008) made a signifi-

cant improvement on simulating the surge peak in Charleston Har-

bor, South Carolina, during the passage of Hurricane Hugo (1989).

Liu and Xie (2009) further pointed out that the increase (de-

crease) of significant wave height (SWH) is highly dependent on

the positive (negative) variation of water depth caused by storm

surge in shallow-water regions. Using the surge–wave–tide cou-

pled model, Kim et al. (2010) demonstrated that wave-induced

setup accounted for 40% of the magnitude of the total surge height

in close proximity to the open coast of Tosa Bay, Japan, during

Typhoon Anita (1970). Relative to the studies of wave effects on

storm surge, significant effects of storm surge on waves in shallow-

water regions are less frequently investigated and require further

research ( Osuna and Monbaliu, 2004 ). More recently, Olabarrieta

et al. (2011) identified wave-induced setup as the primarily fac-

tor in the significant wave effect on circulation in the inner part

of the Willapa Bay, Washington, during a storm event in October

1998. By applying a Coupled–Ocean–Atmosphere–Wave–Sediment

Transport (COAWST) modeling system to the U.S. East Coast and

the Gulf of Mexico, Warner et al. (2010) determined that surface

waves were highly sensitive to the oceanic and atmospheric cou-

pling processes that occurred during Hurricane Isabel (2003). Sub-

sequently, Benetazzo et al. (2013) applied the COAWST system to

the shallow Gulf of Venice during 2011 Bora and Sirocco events,

which are fetch-limited northeasterly and long-fetch southeasterly

winds, respectively. These works demonstrated that the modeled

SWH was substantially enhanced (reduced) due to the inclusion

of opposite (unidirectional) currents. Because of coarse grid res-

olution in resolving the complex coastline and islands and the

numerical or physical error introduced by intra-model interpola-

tion along nested boundaries, previous structured-grid-based cir-

culation models using the nesting technique (e.g., Benetazzo et al.,

2013; Kim et al., 2010; Liu and Xie, 2009; Osuna and Monbaliu,

2004; Xie et al., 2008 ) may have inaccuracies ( Dietrich et al., 2011;

Zijlema, 2010 ). 

The recent emergence of unstructured methods, however, pro-

vides an opportunity to better resolve the complex bathymetry

and highly irregular coastline and islands in shallow-water re-

gions, which enhances the computational accuracy and effi-

ciency ( Dietrich et al., 2011 ). Such methods have triggered the

development of various unstructured-grid-based models, includ-

ing MIKE3 + MIKE21 SW (MIKE3/21 SW; Bolaños et al., 2014 ),

Advanced Circulation Model + Simulating Waves Nearshore (AD-

CIRC/SWAN; Bunya et al., 2010; Dietrich et al., 2010, 2011, 2012 ),

and Finite Volume Coastal Ocean Model + Surface Wave Model (FV-

COM/SWAVE; Chen et al., 2003; Qi et al., 2009; Sun et al., 2013;

Wu et al., 2011 ). Inclusion of WCSI in the modeling system enables

computation of the wave action spectral balance equation in the

wave model with the inclusion of water surface elevation (WSE)

and current velocity fields and simultaneously passes the 2D/3D

WRS gradients back to the circulation model to account for mo-

mentum flux. Chen et al. (2013) reported that the WCSI intensity

was relatively appreciable inside Scituate Harbor, Massachusetts,

during the 2007 Patriot’s Day Storm. They further attributed the

difference in modeled SWH and WSE between ADCIRC/SWAN and

FVCOM/SWAVE to the application of different discretization algo-

rithms and bottom friction formulations. With the inclusion of

WCSI, the FVCOM circulation model reduced the underestimation

of the 0.9 m high storm surge from 23 cm to 15 cm during the De-

cember 2010 nor’easter event in Scituate ( Beardsley et al., 2013 ). 

Although WCSI was successfully tested by model-to-model

comparisons ( Chen et al., 2013 ), direct evaluation of the

unstructured-grid-based model’s performance using field observa-

tions has been barely reported. By using adequate data collected

during Hurricanes Ike (2008) and Rita (2005) in the Gulf of Mexico,
err et al. (2013b) determined that although both circulation-only

nd wave-only models satisfactorily reproduced storm surge and

urface waves, respectively, the two-way coupled ADCIRC/SWAN

ielded the most accurate results. Given that FVCOM and SWAN

re one-way offline coupled, however, a direct comparison of fully

nd dynamically coupled modeling systems is still lacking. Most

mportantly, no consensus has been reached regarding the inten-

ity of WCSI, which was shown to be relatively strong in the shal-

ow Harbor and weak in the deep Gulf. Therefore, it would be

orthwhile to explore the significance of WCSI with additional nu-

erical applications and model calibration and validation. Consid-

ring the dominant role of wind forcing both in circulation and

ave dynamics in a semi-enclosed basin ( Benetazzo et al., 2013 ),

ensitivity tests to explore the key factors influencing surface wind

tress, including various wind field sources and wind drag co-

fficients, are likely important. By using the wind field derived

rom alternative data sources (e.g., the Global Environmental Mul-

iscale (GEM) and North American Mesoscale models) in ADCIRC,

hittibabu and Rao (2012) detected different spatiotemporal pat-

erns of WSE and storm surge in Lake Winnipeg, Canada, during

he October 2010 storm. For the Great Lakes system, Jensen et

l. (2012) hindcasted seven storms passing over Lake Michigan in

989–2009. By replacing the observation-based Natural Neighbor

ethod (NNM) winds with the atmospheric modeled data from

he Climate Forecast System Reanalysis (CFSR), a higher skill level

n storm surge simulation was achieved. Based on the storm surge

imulation of an Ivan-like storm in Tampa Bay, Florida, Weisberg

nd Zheng (2008) illustrated that surge height is positively related

o surface wind stress according to the wind drag coefficient bulk

ormula. 

In this study, we configured a pair of coupled modeling sys-

ems to simulate storm surge, wave dynamics, and WCSI processes

n Lake Michigan. Overall, three main questions are addressed: (1)

ow sensitive is the storm surge simulation in response to various

ind forcing and wind drag coefficient bulk formulae? (2) How do

torm surge and waves develop under strong wind conditions in

ake Michigan? (3) How will the simulations differ by using alter-

ative WCSI-coupled modeling systems and those with and with-

ut WCSI? The remaining sections of this study are organized as

ollows. The following section introduces the methodology, which

ncludes descriptions of the study domain and model meshes,

oupling system, data sources, numerical experiments, and skill

etrics. Sensitivity and calibration results are described and an-

lyzed in Section 3 , followed by a validation experiment in Section

 . In Section 5 , numerical results addressing the aforementioned

uestion ( 3 ) are reported, and dynamic responses of the depth-

ntegrated water transport flux (DWTF) to the synergistic effect of

ind forcing and coastal bathymetry and geometry are discussed.

 summary and conclusions are given in Section 6 . 

. Methodology 

.1. Study domain and model meshes 

Lake Michigan is the third largest lake in the Great Lakes

ystem by surface area (58,0 0 0 km 

2 ). At about 494 km long and

90 km wide, the elongated semi-enclosed basin is delimited by

and boundaries on three sides and conjoins at the northeastern

orner with Lake Huron via the Straits of Mackinac at a mean

epth of ∼20 m ( Fig. 1 a and b). From north to south, the smooth

nd deep mid-lake area includes the Chippewa Basin, Mid-Lake

lateau, and South Chippewa Basin. Two island chains, Beaver Is-

and and North Manitou Island, and two bays, the shallow and

longated Green Bay and the deep Grand Traverse Bay, are lo-

ated in the middle and on the flanks of the Chippewa Basin, re-

pectively. Green Bay and Grand Traverse Bay meet Lake Michi-
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Fig. 1. (a) Maps of Lakes Michigan and Huron, (b) bathymetry and locations of the NOS gauges (red open circles) and NDBC buoys (red plus signs) and (c) computational 

meshes for Lake Michigan. Transects 1–5 were selected to study the DWTF for lake–lake, basin–basin, basin–bay (Lake Michigan–Green Bay and Lake Michigan–Grand 

Traverse Bay), and area–area (lower and upper Green Bay), respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web 

version of this article.) 
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an through eastwardly and northwardly orientated inlet mouths,

espectively. Medium-resolution unstructured meshes with 5256

odes and 9581 elements (relative to the high-resolution version

iscussed in Mao et al., 2016 ) were adopted in the WCSI-coupled

odeling system ( Fig. 1 c). The mesh size of the unstructured grids,

aried from ∼340 m near the coast and islands to 7.6 km in the

id-lake area. In particular, fine resolution was applied in the

hallow-water regions to resolve the highly steep bathymetry and

rregular coastline and islands. A modeling system with unstruc-

ured meshes represents the multi-scale lake dynamics properly

nd shows high computational efficiency. 
.2. WCSI-coupled modeling system 

In this study, WCSI-coupled modeling systems explain the

ave-induced setup and alongshore currents by using the con-

ept of 2D WRS gradients. A two-way coupling process is achieved

hrough the transfer of WSE and depth-averaged current veloc-

ty fields from the circulation model to the wave model and by

he passing of 2D WRS from the wave model back to the circula-

ion model synchronously. In addition to using the 2D WRS to ac-

ount for the wave effects, other processes include wave-induced

ea surface roughness ( Donelan et al., 1993 ) and bottom stress
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( Liu and Xie, 2009 ), turbulence and momentum flux during wave

breaking, and Stokes drift ( Röhrs et al., 2012 ). An alternative mech-

anism representing the wave effects on currents is based on the

concept of vortex force (VF). The VF-based formulation was orig-

inally derived by Craik and Leibovich (1976) to consider wave-

averaged forcing on currents. The analytical solution used to es-

timate the effects of mean wave momentum on current vortic-

ity was proposed by McWilliams et al. (2004) . The VF-based ap-

proach elucidated Langmuir circulations through current-generated

wave vorticity and the vortex stretching by Stokes drift ( Lane et

al., 2007 ), which was subsequently implemented in the COAWST

modeling system by Kumar et al. (2012) . For this study, however,

we focused on the dynamic comparison of 2D ADCIRC/SWAN and

FVCOM/SWAVE WRS-based coupling systems. Detailed descriptions

of both modeling systems are given below. 

2.2.1. Descriptions of ADCIRC/SWAN 

This study applied the 2D depth-integrated explicit barotropic

circulation model ADCIRC-2DDI, hereafter referred to as ADICRC for

brevity ( Luettich and Westrink, 2004 ), in the ADCIRC/SWAN mod-

eling system ( Dietrich et al., 2010 ). The 2D shallow water equa-

tions in ADCIRC were discretized by using a continuous-Galerkin

finite-element method (FEM) and finite-difference method (FDM)

in the geographic space and for the time-stepping scheme, respec-

tively ( Dawson et al., 2006 ). When coupled with a wave model,

ADCIRC computes the eddy viscosity with enhanced mixing due

to a wave-breaking event in the MY-2.5 turbulence closure model.

A constant production parameter (i.e., 150) was used to calculate

the wave-induced turbulence kinetic energy (TKE) flux and sea

surface roughness. Additionally, the wave–current coupled model

includes both wave-induced and current-induced bottom friction

stress ( Dietrich et al., 2011 ). The WSE and depth-averaged current

velocity fields were computed in the Generalized Wave-Continuity

Equation and 2DDI momentum equation, respectively. The com-

putational time step was set at 4 s. The bottom stress was com-

puted by using the quadratic bottom friction law, mathematically

expressed as: (
τbx , τby 

)
= ρC d ( ̄u , ̄v ) 

√ 

ū 

2 + ̄v 2 , (1)

where ( τ bx , τ by ) and ( ̄u , v̄ ) are the bottom stress and depth-

averaged current velocity in the ( x , y ) plane respectively, and C d 
denotes bottom drag coefficient. 

The air–sea momentum flux is transferred through the surface

wind stress τ = ρair C D U 

2 
10 , where ρair , C D , and U 10 are the air den-

sity, wind drag coefficient, and wind speed at 10 m elevation, re-

spectively. The wind drag coefficient bulk formula proposed by

Garratt (1977) , hereafter referred to as G77, is incorporated into

the default ADCIRC: 

 D = ( 0 . 75 + 0 . 067 U 10 ) × 10 

−3 . (2)

The wave model adopted in the ADCIRC/SWAN modeling sys-

tem is the unstructured-grid version of the third-generation wind-

wave model SWAN ( Zijlema, 2010 ). It computes the wave genera-

tion, propagation, transfer, and dissipation processes based on the

wave action density spectrum balance equation ( Booij et al., 1999;

Zijlema, 2010 ): 

∂N 

∂t 
+ 

∂ ( C g,x + U x ) N 

∂x 
+ 

∂( C g,y + U y ) N 

∂y 
+ 

∂ C g,σ N 

∂σ
+ 

∂ C g,θ N 

∂θ
= 

S tot 

σ
, 

(3)

where σ is the intrinsic frequency, θ is the wave direction taken

counterclockwise from the geographic east, N denotes the wave ac-

tion spectral density, t is time, and C g is the wave group velocity in

space ( x , y , σ , and θ ). The left-hand side of Eq. (3) represents the

changes in wave action density in time and geographic space and
hose owing to the depth-induced and current-induced frequency

hift and refraction, respectively; the current is depth-averaged in

he 2D model. The wave energy sources and sinks S tot include the

ave growth generated by wind input, nonlinear transfer of wave

nergy through three-wave and four-wave interactions, wave de-

ay owing to whitecapping and bottom friction, and depth-induced

reaking. 

The governing Eq. (3) was discretized with a vertex-based,

rst-order, backward-space, backward-time scheme and a hybrid

entral or upwind scheme in the wave spectral space. This im-

licit geographical propagation scheme avoids the strict Courant-

riedrichs-Lewy (CFL) limitation on the time step; however, a CFL

alue of 0.5 in the directional space was used to restrict exces-

ive depth-induced refraction over the region with under-resolved

athymetry. The wave directions were evenly split into 36 bins

ith a constant bandwidth of 10 °, and wave frequencies were dis-

retized over 32 bins that increased logarithmically from 0.0512 Hz

o 1 Hz. The time step of 5 min used in SWAN is equivalent to that

or the coupling process. 

.2.2. Descriptions of FVCOM/SWAVE 

The FVCOM circulation model in the FVCOM/SWAVE modeling

ystem ( Wu et al., 2011 ) was developed and upgraded by Chen et

l. (20 03, 20 08, 2011 ). This model solves the primitive equations

y adopting a second-order upwind finite-volume method (FVM)

nd a modified explicit fourth-order Runge–Kutta time-stepping

cheme for the advection and time integration, respectively. The

ode-split technique is realized by advancing the external and in-

ernal modes at 4 and 16 s, respectively. The continuity and mo-

entum equations are closed up by the MY-2.5 scheme and eddy

arameterization for the vertical ( Galperin et al., 1988; Mellor and

amada, 1982 ) and horizontal mixing ( Smagorinsky, 1963 ), respec-

ively. Recently, Mellor and Blumberg (2004) introduced the wave

ffects on TKE flux through the surface boundary into the MY-2.5

odel, i.e., the dependence of TKE production parameter on wave

ge. Detailed descriptions and comparisons of various second-order

wo-equation turbulence closure models (e.g., k - ε, k - ω, and k -gen)

ave been reported by Carniel et al. (2009) . The preliminary con-

guration of 3D FVCOM consists of three terrain-following sigma

ayers in the vertical coordinate system. The bottom friction stress

s calculated from a quadratic expression: 

τbx , τby 

)
= ρC d ( u b , v b ) 

√ 

u 

2 
b 

+ v 2 
b 
, (4)

here ( u b , v b ) denotes the bottom current velocities in space

 x , y ); the bottom drag coefficient C d is determined by matching

he logarithmic bottom layer at a height of z zb above the bottom,

hich is expressed as 

 d = max 

[ 

κ2 

ln 

(
z zb 

z 0 

)2 
, 0 . 0025 

] 

, (5)

here κ =0.41 is the von Karman constant, and z 0 is the bottom

oughness length. 

To compare with the ADCIRC circulation model and to eliminate

he bias introduced by the 2D and 3D models, this study adopted

he 2D FVCOM model, which uses depth-averaged current veloc-

ty to calculate the bottom friction stress in Eq. (4) . It should be

entioned that the depth-averaged and depth-dependent current

elocity is passed to the wave model in the 2D and 3D coupled FV-

OM/SWAVE, respectively. Theoretical derivation and detailed com-

arison of the 2D and 3D models (e.g., WRS formulations and

tokes drift) have been reported by Longuet-Higgins and Stewart

1964), Mellor (2008) , and Sheng and Liu (2011) . Enhanced bottom

oughness length and bottom friction stress owing to the presence

f waves (e.g., bottom wave orbital velocity) in FVCOM are based
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c  
n the wave–current bottom boundary theory proposed by Madsen

1994) . 

The default bulk formula ( Large and Pond, 1981 ), hereafter re-

erred to as LP81, for wind drag coefficient adopted by FVCOM is

xpressed as 

 D = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

1 . 2 × 10 

−3 U 10 < 11 m / s 

( 0 . 49 + 0 . 065 × U 10 ) × 10 

−3 11 m / s ≤ U 10 ≤ 25 m / s 

2 . 115 × 10 

−3 U 10 > 25 m / s 

(6) 

Because the maximum wind speed at 10 m elevation U 10 in

ake Michigan, at 21.9 m/s, is below the cutoff value of ∼33 m/s

uggested by Powell et al. (2003) , no upper limit was applied to

estrict the wind drag coefficient in both modeling systems. The

ontribution of waves to the enhanced wind stress (e.g., sea sur-

ace roughness) is a function of wave age ( Donelan et al., 1993 ). 

For the 3D baroclinic FVCOM, the net surface heat flux ( HFLX )

s calculated by using atmospheric variables including wind speed,

ir temperature, lake surface temperature ( T s ), relative humidity,

nd downward shortwave ( SW down ), downward longwave ( LW down ),

nd upward longwave ( LW up ) radiations. The surface heat flux bud-

et model is expressed as 

F LX = S W down + L W down + L W up + H sensible + H latent . (7)

The SW down and LW down data were collected from the standard

-hourly output of the GEM atmospheric model ( Côté et al., 1998 )

nd were interpolated to computational cells with hourly inter-

als. The σ in the upward longwave radiation expression L W up =
σT 4 a represents the Stefan-Boltzmann constant (5.67 ×10 −8 W

 

–2 K 

–4 ). The sensible ( H sensible ) and latent ( H latent ) heat transfers

ere calculated on the basis of the bulk aerodynamic formulation

OARE 2.6 developed by Fairall et al. (1996) . 

The FVM-based wave model SWAVE solves the same govern-

ng equation as the FDM-based SWAN with a different discretiza-

ion algorithm and numerical scheme ( Qi et al., 2009 ). The fre-

uency and directional space in SWAVE is discretized with the

lux-Corrected Transport algorithm and implicit Crank-Nicolson

ethod, respectively. An implicit second-order upwind finite-

olume scheme is taken in the geographic space. Wave diffraction

s turned off considering computational stability. The wave fre-

uency σ is discretized into 10 bins with a logarithmic increment

ver the range of 0.04–1 Hz, and the wave direction θ is split into

6 bins with a constant bandwidth of 10 °. The time interval for

he wave calculation in SWAVE is 16 s, which is equal to the data

ransfer step in the WCSI-coupled modeling system. 

.3. Model input and observational data 

The National Geophysical Data Center’s (NGDC) bathymetric

ata, with 6 ′ resolution (about 185 m longitudinal and 133 m lat-

tudinal), were interpolated to the computational cells ( Fig. 1 c).

he external atmospheric forcing includes the spatiotemporally

arying wind speed and air pressure fields. The three wind field

ources included: (a) the Great Lakes Environmental Research Lab-

ratory’s (GLERL) NNM-based ( Schwab and Morton, 1984 ) hourly,

 km-resolution forcing, which was interpolated from lake buoys

t mid-lake stations 45,002 and 45,007 and from several nearshore

tations and coastal land sites ( Lang and Leshkevich, 2014 ); (b) the

anadian Meteorological Center’s (CMC) 3-hourly, 10 km-resolution

orcing produced from the GEM model, assimilating both in situ

nd remotely sensed satellite data ( Côté et al., 1998 ); and (c)

he National Centers for Environmental Prediction’s Climate Fore-

ast System Version 2 (CFSv2) hourly, ∼23 km-resolution reana-

yzed data, which assimilate data from surface, upper balloon, air-

raft, and satellite observations ( Saha et al., 2014 ). The CFSv2 wind
ata are produced from a two-way atmosphere–ocean fully cou-

led modeling approach, whereas the GEM or NNM data are pro-

uced from one-way atmospheric models or are interpolated from

bservations of scattered buoys and meteorological stations with-

ut considering the two-way air–sea interactions. The air pressure

ata retrieved from the GEM model was adopted for all simu-

ations. Hourly WSEs collected from the National Ocean Service

NOS) across the Straits of Mackinac in Mackinaw City, Michi-

an, and around the lake’s perimeter ( Fig. 1 a and b) were pro-

essed and used for open boundary conditions and model calibra-

ion/validation, respectively. Data from the buoys positioned in the

id-lake area and along the coast ( Fig. 1 b) were retrieved from the

ational Data Buoy Center (NDBC) and include hourly wind speed,

WH, peak wave period (PWP), and mean wave direction (MWD).

etails of the locations and water depths of the NOS gauges and

DBC buoys are presented in Table 1 . River discharges into the lake

ere not included because their effects on storm surge and wave

ynamics were assumed to be limited. 

.4. Design of numerical experiments 

The storm surge and wave simulations were conducted during

wo strong but distinct wind events that were dominated by north-

asterly winds on October 14–24, 2011, and southwesterly winds

n October 24–28, 2013, respectively. In the 2011 wind event, the

ensitivity of storm surge in response to various wind field sources

nd different parameterizations for the wind drag coefficient bulk

ormula was examined, followed by calibration experiments for

he wave models using various wave physics settings. The calibra-

ion of the circulation model for WSE simulation was conducted

ith different parameterizations for the bottom friction formula-

ion over the period of April–October 2011. The WSE was obtained

y subtracting 176 m from the water surface level provided in the

nternational Great Lakes Datum of 1985. The value was initial-

zed to zero about six and two days prior to the surge peaks of

he 2011 and 2013 wind events for storm surge simulation, respec-

ively. The calibrated model was further validated by hindcasting

he storm surge and wave dynamics for the 2013 wind event. To

nvestigate the effects of WCSI, additional numerical experiments

sing the WCSI-coupled modeling system were run and analyzed

or the 2011 and 2013 wind events. Detailed numerical settings of

he designed experiments are listed in Tables 2 and 3 . To study the

elative importance of wave effects other than the WRS-induced

etup/setdown, numerical cases excluding the wave-induced bot-

om stress and bottom roughness length, sea surface roughness,

tokes drift, and including the momentum and TKE flux during

ave breaking were added individually (Cases 3e–3f). The baseline

odel for these additional numerical tests is the validated WCSI-

oupled 2D barotropic FVCOM/SWAVE (Case 3d). 

The 2D circulation models, ADCIRC and FVCOM, were spun up

or one month before outputting the WSE simulations over the

eriod of April–October 2011 for model calibration. For the Octo-

er 14–24, 2011, wind event, the barotropic circulation models and

ave models, ADCIRC, FVCOM, SWAN, and ADCIRC/SWAN, were

un from cold starts on September 17; SWAVE and FVCOM/SWAVE

old starts occurred on September 22. For the October 24–28, 2013,

ind event, all of the barotropic circulation models and wave mod-

ls were spun up with cold starts on October 15. The initial con-

itions for the 3D baroclinic FVCOM/SWAVE model were spatially

niform water temperature at 4 °C and zero salinity and current

elocity on April 1 for both the 2011 and 2013 wind events. The

alculated 3D hydrodynamic and wave fields were used as hot start

les to drive the WCSI-coupled 3D baroclinic model on September

2 and October 15 for the 2011 and 2013 wind events, respectively.

To examine the synergistic effects of atmospheric winds and

oastal bathymetry and geometry on storm surge (e.g., potential in-
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Table 1 

Locations and water depths for the NOS’s WSE gauges and NDBC buoys in Lake Michigan. 

Observational station Observed variable Data source Long. ( °) Lat. ( °) Depth (m) 

1 Calumet Harbor, IL WSE NOS –87.538 41.730 3.8 

2 Ludington, MI WSE NOS –86.442 43.947 6.2 

3 Milwaukee, WI WSE NOS –87.887 43.002 4.4 

4 Holland, MI WSE NOS –86.202 42.768 8.1 

5 Menominee, MI WSE NOS –87.590 45.095 4.8 

6 Port Inland, MI WSE NOS –85.872 45.970 6.5 

7 Kewaunee, WI WSE NOS –87.502 44.463 4.4 

8 Sturgeon Bay Canal, WI WSE NOS –87.313 41.714 3.5 

9 Mackinaw City, MI WSE NOS –86.559 43.977 25.0 

10 NDBC 45,029 Wave Limno Tech –86.272 42.9 30 

11 NDBC 45,026 Wave Limno Tech –86.617 44.795 5.4 

12 NDBC 0Y2W3 Wave USCG –87.313 44.794 5.4 

13 NDBC C58W3 Wave USCG –87.563 44.146 5.9 

14 NDBC 45,170 Wave IISG & PCE –86.968 41.755 19 

15 NDBC 45,161 Wave GLERL –86.361 43.178 25 

16 NDBC 45,024 Wave UM-CILER –86.559 43.977 30.3 

17 NDBC 45,022 Wave MTU –84.721 45.403 49.1 

18 NDBC 45,002 Wave NDBC –86.411 45.777 175.3 

19 NDBC 45,007 Wave NDBC –87.026 42.674 160 

Table 2 

B for setup and setdown, the RMSD and CC scores for WSE from the designed numerical experiments for ADCIRC and FVCOM, and the MAV and SDAV for WSE from 

observations. BDC and BRL represent the bottom drag coefficient and bottom roughness length, respectively. The numerical Cases 1a–1d and 1f–1g were used for the 

preliminary assessment of ADCIRC and FVCOM, respectively. Cases 2a–2c and 2d–2e are the calibration experiments for ADCIRC and FVCOM, respectively. Cases 3a and 3c 

are the validations for ADCIRC and FVCOM, respectively. The effect of WCSI on storm surge was analyzed with the additional WCSI-coupled ADCIRC/SWAN (Cases 1e and 

3b) and FVCOM/SWAVE (Cases 1h and 3d). 

Case Name Simulation Period Model 

Type 

WCSI 

Effect 

Wind 

Source 

Bulk 

Formula 

BDC(BRL) RB for 

Setup 

RB for 

Setdown 

RMSD CC MAV SDAV 

1a 2011 October 

14–24 

ADCIRC Off GEM G77 0.002 –0.21 / 8.8 cm 0.93 11.2 cm 7.5 cm 

1b 2011 October 

14–24 

ADCIRC Off NNM G77 0.002 –0.33 / 9.3 cm 0.86 11.2 cm 7.5 cm 

1c 2011 October 

14–24 

ADCIRC Off CFSv2 G77 0.002 –0.13 / 8.5 cm 0.91 11.2 cm 7.5 cm 

1d 2011 October 

14–24 

ADCIRC Off CFSv2 LP81 0.002 –0.26 / 9.0 cm 0.88 11.2 cm 7.5 cm 

1e 2011 October 

14–24 

ADCIRC On CFSv2 G77 0.002 –0.06 / 8.5 cm 0.90 11.2 cm 7.5 cm 

1f 2011 October 

14–24 

FVCOM Off CFSv2 G77 0.1 cm –0.01 / 7.1 cm 0.78 11.2 cm 7.5 cm 

1g 2011 October 

14–24 

FVCOM Off CFSv2 LP81 0.1 cm –0.12 / 7.7 cm 0.73 11.2 cm 7.5 cm 

1h 2011 October 

14–24 

FVCOM On CFSv2 G77 0.1 cm 0.01 / 6.2 cm 0.84 11.2 cm 7.5 cm 

2a 2011 

April–October 

ADCIRC Off CFSv2 G77 0.002 / / 7.1 cm 0.98 20.1 cm 8.5 cm 

2b 2011 

April–October 

ADCIRC Off CFSv2 G77 0.0025 / / 7.2 cm 0.98 20.1 cm 8.5 cm 

2c 2011 

April–October 

ADCIRC Off CFSv2 G77 0.003 / / 7.2 cm 0.98 20.1 cm 8.5 cm 

2d 2011 

April–October 

FVCOM Off CFSv2 G77 0.1 cm / / 4.0 cm 0.97 20.1 cm 8.5 cm 

2e 2011 

April–October 

FVCOM Off CFSv2 G77 0.5 cm / / 4.5 cm 0.96 20.1 cm 8.5 cm 

2f 2011 

April–October 

FVCOM Off CFSv2 G77 1.0 cm / / 4.4 cm 0.96 20.1 cm 8.5 cm 

3a 2013 October 

24–28 

ADCIRC Off CFSv2 G77 0.002 –0.13 0.01 6.7 cm 0.75 6.8 cm 4.7 cm 

3b 2013 October 

24–28 

ADCIRC On CFSv2 G77 0.002 –0.10 –0.01 6.6 cm 0.75 6.8 cm 4.7 cm 

3c 2013 October 

24–28 

FVCOM Off CFSv2 G77 0.1 cm –0.26 –0.16 5.8 cm 0.64 6.8 cm 4.7 cm 

3d 2013 October 

24–28 

FVCOM On CFSv2 G77 0.1 cm –0.24 –0.10 5.7 cm 0.75 6.8 cm 4.7 cm 

 

 

 

w  

t  

m  

a  

D  

a  
flow from Lake Huron), the DWTFs produced from ADCIRC/SWAN

across five typical transects ( Fig. 1 b) were calculated as expressed

below: 

DW T F = 

1 

t 2 − t 1 

t= t 2 ∑ 

t= t 1 

∣∣�
 v · ˆ n 

∣∣ · d · ( z + h ) , (8)
here � v is the current velocity, ˆ n is the unit vector normal to the

ransect, d is the transect width, the water depth ( z + h ) is the sum-

ation of WSE and lake bathymetry, and t 1 and t 2 are the starting

nd ending times for the calculations. The calculation time for the

WTF is a 6-h period before reaching the surge peaks in the 2011

nd 2013 wind events. The DWTF is defined as positive when the
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Table 3 

Wave physics settings from the designed numerical experiments for SWAN and SWAVE. Cases 4a and 4b–4c are the model calibrations for SWAN and SWAVE, respectively. 

SWAN (Case 5a) and SWAVE (Case 5c) were validated for the 2013 wind event. The effect of WCSI on wave dynamics was analyzed by using ADCIRC/SWAN (Cases 4d and 

5b) and FVCOM/SWAVE (Case 5d). 

Case Simulation 

period 

Model type WCSI effect Wind input Whitecapping dissipation Depth-induced 

breaking formulation 

4a 2011 October 

14–24 

SWAN Off Janssen (1991) Readjusted Rogers et al. (2003) with 

C ds = 3.0 ×10 −5 and δ= 0.3 

TG83 with γ TG =0.42 

4b 2011 October 

14–24 

SWAVE Off Snyder et al. (1981) Komen et al. (1984) with C ds = 2.36 ×10 −5 

and δ=0 

BJ78 with γ BJ =0.73 

4c 2011 October 

14–24 

SWAVE Off Janssen (1991) Readjusted Rogers et al. (2003) with 

C ds = 3.0 ×10 −5 and δ= 0.3 

TG83 with γ TG =0.42 

4d 2011 October 

14–24 

SWAN On Janssen (1991) Readjusted Rogers et al. (2003) with 

C ds = 3.0 ×10 −5 and δ= 0.3 

TG83 with γ TG =0.42 

5a 2013 October 

24–28 

SWAN Off Janssen (1991) Readjusted Rogers et al. (2003) with 

C ds = 3.0 ×10 −5 and δ= 0.3 

TG83 with γ TG =0.42 

5b 2013 October 

24–28 

SWAN On Janssen (1991) Readjusted Rogers et al. (2003) with 

C ds = 3.0 ×10 −5 and δ= 0.3 

TG83 with γ TG =0.42 

5c 2013 October 

24–28 

SWAVE Off Janssen (1991) Readjusted Rogers et al. (2003) with 

C ds = 3.0 ×10 −5 and δ= 0.3 

TG83 with γ TG =0.42 

5d 2013 October 

24–28 

SWAVE On Janssen (1991) Readjusted Rogers et al. (2003) with 

C ds = 3.0 ×10 −5 and δ= 0.3 

TG83 with γ TG =0.42 
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ransports of basin–basin in Lake Michigan and area–area in Green

ay, lake–lake, and basin–bay point toward north, into Lake Michi-

an, and into Green Bay and Grand Traverse Bay, respectively. To

tudy the influences of deep-water return flows and baroclinic os-

illations on the modeled flow patterns, rudimentary simulations

rom the 3D barotropic and baroclinic FVCOM/SWAVE with three

igma-layers in the 2013 wind event were included. 

.5. Skill metrics 

Model performance was assessed on the basis of relative bias

 RB ), root-mean-square deviation ( RMSD ), Pearson correlation coef-

cient ( CC ), mean of absolute value ( MAV ), and standard deviation

f absolute value ( SDAV ), which are expressed as 

B = 

∑ N 
n =1 ( Mode l n − Ob s n ) ∑ N 

n =1 | Ob s n | 
, (9) 

MSD = 

[ 

1 

N 

N ∑ 

n =1 

( Mode l n − Ob s n ) 
2 

] 1 / 2 

, (10) 

C = 

1 
N 

∑ N 
n =1 

(
Ob s n − Obs 

)(
M ode l n − M odel 

)
σMode l n σOb s n 

, (11) 

AV = 

1 

N 

N ∑ 

n =1 

| Ob s n | (12) 

DAV = 

[ 

1 

N 

N ∑ 

n =1 

(
Ob s n − Ob s n 

)2 

] 1 / 2 

(13) 

here Obs and Model are the averaged values from observation

 Obs n ) and model ( Model n ) in a sample of size N , and σOb s n and

Mode l n are the corresponding standard deviations. In the 2011 and

013 wind events, the RB for setup was calculated at Calumet Har-

or, Illinois, hereafter referred to as CH, and Port Inland, Michi-

an, hereafter referred to as PI, respectively. The RB for setdown

as calculated at CH in the 2013 wind event. The ensembles of

MSD, CC, MAV , and SDAV for WSE and SWH are the averaged re-

ults of the individual value computed at the respective NOS gauge

nd NDBC buoy. 
. Sensitivity analysis and calibration experiments 

The Ohio Valley Low storm passed over Lake Michigan on Oc-

ober 20, 2011 ( Bardou and Birk, 2012 ), generating strong winds

f 23 m/s and extreme waves of 5.9 m at NDBC station 45,007

 www.ndbc.noaa.gov ) and high surge of 0.57 m near the south-

estern coast ( http://oceanservice.noaa.gov/programs/coops ). The

ensitivity of storm surge in response to various wind field sources

nd alternative wind drag coefficient bulk formulae are shown

ere. Subsequently, the model calibrations on the parameteriza-

ions of the bottom friction term and wave physics settings are

resented. 

.1. Sensitivity to various wind field sources 

Fig. 2 shows the time series of WSE covering the surge peaks

roduced from ADCIRC forced by GEM, NNM, and CFSv2 wind

elds (Cases 1a–1c) versus observed values at eight NOS gauges

ecorded October 14–24, 2011. The statistical scores for storm surge

e.g., RB ) and WSE (e.g., RMSD, CC, MAV , and SDAV ) are presented

n Table 2 , which shows the largest RMSD score below 9.3 cm and

he smallest CC score at more than 0.86. On average, all three sim-

lations reproduced the temporal variations of WSE satisfactorily.

wing to a slight difference in wind source, ADCIRC yielded differ-

nt simulations for the surge peak. The time series of wind speed

nd direction produced from the GEM, NNM, and CFSv2 fields were

ompared with NDBC buoy observations for the 2011 wind event

 Fig. 3 a and b). The estimated peaks of wind speed at CH were

7.5, 13.6 and 16.5 m/s from the CFSv2, GEM and NNM fields, re-

pectively, and the wind direction from the GEM model pointed

oward the large, concave, southwestern coast in a more perpen-

icular direction than that from the NNM data. Consequently, the

mallest underestimation of 13% for the observed surge peak at CH,

t 0.57 m height, was produced from the CFSv2 winds; this value

ncreased to 21% and 33% from the GEM and NNM winds ( Table 2 ).

n addition, the predictions for the arrival time of the surge peak

07:00 GMT on October 20) from the CFSv2, GEM, and NNM winds

receded the observation by 1h, 2h, and 3h, respectively. There-

ore, the model driven by the CFSv2 wind forcing performed better

n reproducing the storm surge despite its low spatial resolution.

he physical explanation should be related to the fact that its spa-

ial wind field was derived from the two-way atmosphere–ocean

ully coupled modeling approach ( Saha et al., 2014 ); the GEM data

ere produced from the one-way atmosphere–ocean coupling pro-

ess ( Côté et al., 1998 ), and the NNM data were interpolated from

http://www.ndbc.noaa.gov
http://oceanservice.noaa.gov/programs/coops
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Fig. 2. Time series of WSE produced from ADCIRC by using GEM, NNM, and CFSv2 winds versus observed values at various NOS gauges during October 14–24, 2011. 
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buoy and meteorological observations ( Lang and Leshkevich, 2014;

Schwab and Morton, 1984 ). For the previous studies in the Great

Lakes, Jensen et al. (2012) and Hesser et al. (2013) both recom-

mended the adoption of the coupled wind forcing CFSR to replace

the observation-based NNM data for the storm surge simulation

in Lakes Michigan and St. Clair, respectively. Our findings are con-

sistent with those of Pullen et al. (2007) , which made significant

improvements on the quantity of the modeled Bora winds over

the Adriatic Sea by considering two-way air–sea interactions in the

atmosphere–ocean coupled system. 

To assess the spatial variability of storm surge resulting from

the use of various wind field sources, Fig. 4 shows the spatial

wind speed distributions and corresponding WSE fields using these

three sources 6 h prior to, during, and 6 h after the surge peak of

the 2011 wind event. From north to south, the northeasterly wind

increased in intensity progressively, resulting in a similar spa-

tial distribution of the corresponding WSE field. The spatial wind

field derived from the atmospheric models (i.e., GEM and CFSv2)

showed a more coherent pattern than that from the observation-

based NNM winds. It should be noted that the NNM wind field

was interpolated from the observational wind data at limited lake

buoys and coastal meteorological stations ( Jensen et al., 2012; Lang

and Leshkevich, 2014 ) and showed significant spatial and temporal

fluctuations. Clearly, the strong CFSv2 wind field led to strong ac-

cumulation of the water mass against the large, concave, south-

western coast. When the onshore winds turned toward along-

shore or offshore areas in the late period of the storm event, mas-

sive amounts of water were forced toward or along the southern

and southeastern coasts. This suggests that both the spatial co-

herence and local steering effect of the wind field are crucial for

water transport and storm surge. Even though ADCIRC with the

GEM winds showed a slightly better CC score for WSE, at 0.93,

than that with the CFSv2 winds, at 0.91, the latter reduced the

RMSD score slightly, from 8.8 cm to 8.5 cm, and improved the RB

score for surge peak significantly, from –0.21 to –0.13. Although
 I  
he wind speed from the GEM model agreed much better with

he buoy observation than that from the CFSv2 model, the lat-

er model yielded more accurate consistency with the observed

usty wind (not shown). The effect of severe wind gust, which

s not included in the circulation model, is the key factor in pre-

icting storm surge. In addition, the CFSv2 winds are more phys-

cally meaningful because they are produced from the two-way

tmosphere–ocean fully coupled modeling system. Therefore, the

FSv2 wind product was incorporated into ADCIRC as the default

ind forcing for further study, as discussed below. 

.2. Effect of wind drag coefficient bulk formula 

After selecting the wind source for the circulation model, the

ensitivity studies focused on alternative wind drag coefficient bulk

ormulae, namely G77 and LP81 for ADCIRC (Cases 1c and 1d) and

VCOM (Case 1f and 1g). 

Fig. 5 a shows the time series of storm surges produced from

ases 1c–1g versus the observed value at CH, where the most ap-

reciable surge height was recorded during the 2011 wind event.

n general, all numerical simulations captured the temporal evolu-

ion of the storm surge reasonably well, particularly the 1-h phase

ead for the surge peak arrival time. By replacing the LP81 with

77 bulk formula to calculate the wind drag coefficient, both AD-

IRC (Case 1c) and FVCOM (Case 1f) simulated a higher level of

torm surge consistently by reducing the RB score by half and from

12% to –1%, respectively. When the wind speed was more than

.7 m/s, the wind drag coefficient calculated from the G77 formu-

ation was expected to be greater than that from the LP81 formu-

ation, as indicated by Eqs. (2) and ( 6 ). Accordingly, the enhanced

urface wind drag coefficient and the corresponding surface wind

tress resulted in stronger storm surge as expected ( Weisberg and

heng, 2008 ), particularly under strong wind conditions in which

he maximum local winds exceeded 15 m/s in the 2011 wind event.

n addition, both ADCIRC and FVCOM provided stronger scores of
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Fig. 3. Time series of (a) and (c) wind speed and (b) and (d) direction retrieved from the GEM, NNM, and CFSv2 fields versus observed values at Calumet Harbor, Illinois and 

Port Inland, Michigan, and mid-lake buoys 45,002 and 45,007 during (a) and (b) October 14–24, 2011 and (c) and (d) October 24–28, 2013. Only the selected CFSv2 wind 

field is compared with observation for the 2013 wind event. 

R  

p  

w  

c

3

 

j  
MSD and CC for WSE when applying the G77 formulation com-

ared with that of LP81 ( Table 2 ). Therefore, the G77 bulk formula

as adopted by ADCIRC and FVCOM as the default setting for cal-

ulation of the wind drag coefficient. 
i  

K  
.3. Calibration of SWAN and SWAVE for wave simulation 

The recalibrated SWAN (Case 4a in Table 3 ) adopted the read-

usted deep-water wave physics of Rogers et al. (2003) , which

nclude the formulations of Janssen (1991) for wind input and

omen et al. (1984) for whitecapping with a dissipation rate of
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Fig. 4. Images of wind fields (black arrows) and corresponding WSE (colored maps) produced from ADCIRC using GEM (top), NNM (middle), and CFSv2 (bottom) winds 6 h 

prior to (left), during (middle), and 6 h after (right) the surge peak of the 2011 wind event at 07:00 GMT on October 20. The black crosses at the bottom and top of the 

panels denote the locations of Calumet Harbor and Port Inland, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the 

web version of this article.) 
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Fig. 5. Time series of WSE produced from (a) ADCIRC and FVCOM with G77 and LP81 bulk formulae of wind drag coefficient versus observed values at Calumet Harbor in 

the 2011 wind event, and (b)–(d) ADCIRC, ADCIRC/SWAN, FVCOM, and FVCOM/SWAVE with G77 bulk formula versus observed values at Calumet Harbor for the (b) 2011 and 

(c) 2013 wind events and at Port Inland for the (d) 2013 wind event. 

C  

T  

(  

d  

T  

t  

S  

h  

d  

e  

p  

p  

T  

t

 

i  

u  

(  

1  

m  

S  

a  

r  

4  

a  

(  

o  

c  

w  

r  

e  

l  

f  

b  

4  

c  

s  

t  

fl  

m

 

w  
 ds 2 = 3 ×10 −5 and weighting of the relative wave number δ=0.3.

he bore-based breaking model proposed by Thornton and Guza

1983) , hereafter referred to as TG83, with a default breaker in-

ex of γ TG =0.42 was used to account for depth-induced breaking.

he bottom friction dissipation and non-linear wave–wave interac-

ions (i.e., triplet and quadruplet) adopted the default settings of

WAN version 40.91 ( SWAN Group, 2012a , b ). These SWAN settings

ave been demonstrated as a proper representation of the wave

ynamics in Lake Michigan ( Mao et al., 2016 ). Case 4b of SWAVE

mployed the default formulations of wind input and whitecap-

ing ( Komen et al., 1984 ) in addition to depth-induced breaking re-

orted by Battjes and Janssen (1978) , hereafter referred to as BJ78.

he recalibrated SWAVE (Case 4c) used the same wave physics set-

ings as those used in the recalibrated SWAN. 

Fig. 6 a–c show the SWH, PWP, and MWD produced from var-

ous wave models (Cases 4a–d; Table 3 ) versus observed val-

es near the southeastern coast (45,026), in Little Traverse Bay

45,022) and mid-lake area (45,002 and 45,007) during October

4–24, 2011. Despite slight biases for the extreme waves in the

id-lake areas, all cases reproduced the temporal variations of

WH satisfactorily with CC scores not less than 0.93 ( Table 4 ). In
ddition, they captured the temporal variations of PWP and MWD

easonably well. The PWPs at shallow-water stations 45,026 and

5,022, where the water depths are 21 m and 49 m, respectively,

nd northern mid-lake station 45,002 were typically below 8.3 s

i.e., wave frequency greater than 0.12 Hz), implying the prevalence

f wind–sea conditions ( Rogers et al., 2003 ). In contrast, the wave

haracteristics in the southern mid-lake area (e.g., station 45,007)

ere dominated by swell conditions in which the PWP was in the

ange of 8.3–10 s during October 20–21. This phenomenon can be

xplained by the fact that the northeasterly winds along the lake’s

ongitudinal axis (i.e., long-fetch conditions) were likely to result in

ully developed waves in the southern mid-lake area. The constant

ut abnormal PWP values (e.g., 1.6 s and 3.0 s) observed at stations

5,026 and 45,022 likely originated from the failure of buoys in

apturing the strong shift in wave frequency. As a result of the

trong wind–wave–bathymetry interactions, the modeled MWDs in

he shallow regions with steep slope near the southeastern coast

uctuated more frequently than those in the deep and smooth

id-lake areas. 

Even though Cases 4a and 4c adopted the same wave physics,

ave simulations yielded from the FDM-based SWAN and FVM-
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Fig. 6. Time series of (a) and (d) SWH, (b) and (e) PWP, and (c) and (f) MWD produced from (a)–(c) Cases 4a–4d and (d)–(f) Cases 5a–5d versus observed values at various 

NDBC buoys during (a)–(c) October 14–24, 2011 and (d)–(f) October 24–28, 2013. Detailed settings of Cases 4a–5d are given in Table 3 . 
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4

based SWAVE differed ( Fig. 6 a–c; Table 4 ), presumably owing to

different discretization algorithms. It is clear that the modification

of wave physics settings in SWAVE from Cases 4b to 4c resulted

in improved estimation of the wave parameters (e.g., the ensemble

of RMSD score was reduced by 7%), especially for the peak SWH in
he mid-lake areas (e.g., stations 45,002 and 45,007). Therefore, the

hysically meaningful tuning strategy ( Rogers et al., 2003 ) in Cases

a and 4c were incorporated into SWAN and SWAVE, respectively. 
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Table 4 

MSD and CC scores for SWH from the designed numerical experiments for SWAN and SWAVE and the MAV and SDAV for the 

observed SWH. 

Simulation Period Case/Station RMSD (m) CC Observation 

4a 4b 4c 4d 4a 4b 4c 4d MAV (m) SDAV (m) 

2011 October 14–24 45 ,026 0.43 0.52 0.67 0.46 0.94 0.93 0.94 0.93 2.12 0.89 

45 ,022 0.40 0.44 0.32 0.41 0.95 0.95 0.95 0.95 1.24 0.80 

45 ,002 0.42 0.33 0.23 0.43 0.95 0.97 0.96 0.95 1.09 0.63 

45 ,007 0.52 0.39 0.33 0.52 0.97 0.98 0.98 0.98 1.47 1.30 

Average 0.44 0.42 0.39 0.46 0.95 0.96 0.96 0.95 1.48 0.90 

2013 October 24–28 Case/Station 5a 5b 5c 5d 5a 5b 5c 5d Observation 

0Y2W3 0.50 0.48 0.42 0.41 0.67 0.67 0.66 0.69 0.72 0.38 

C58W3 0.36 0.34 0.34 0.34 0.53 0.55 0.56 0.54 0.54 0.36 

45 ,170 0.59 0.61 0.81 0.81 0.53 0.50 0.38 0.43 1.45 0.44 

45 ,029 0.57 0.56 0.79 0.80 0.89 0.88 0.88 0.89 1.79 0.82 

45 ,161 0.23 0.24 0.36 0.36 0.97 0.97 0.97 0.97 1.42 0.89 

45 ,024 0.42 0.42 0.61 0.62 0.93 0.93 0.93 0.93 1.81 0.67 

45 ,002 0.40 0.48 0.32 0.31 0.95 0.96 0.94 0.95 1.38 0.82 

45 ,007 0.55 0.57 0.45 0.46 0.90 0.90 0.89 0.89 1.44 0.55 

Average 0.45 0.46 0.51 0.51 0.80 0.79 0.78 0.79 1.32 0.62 

Fig. 7. Time series of WSE produced from ADCIRC with a bottom drag coefficient of 0.002 and FVCOM with a bottom roughness length of 0.1 cm versus observed values at 

various NOS gauges in April–October 2011. 
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.4. Calibration of water surface elevation simulation 

Kerr et al. (2013a) reported that parameterization of the bottom

riction term is crucial for the WSE and storm surge simulations. In

his study, sensitivity experiments using bottom drag coefficients

f 0.0 02, 0.0 025 (used for Lake Erie by O’Connor et al., 1999 ), and

.003 (used for the Gulf of Mexico by Kerr et al., 2013a ) in AD-

IRC (Cases 2a–2c), and bottom roughness lengths of 0.1 cm (used

or Lake Michigan by Beletsky et al., 20 03, 20 06 ), 0.5 cm, and 1 cm

used for Lake Michigan by Beletsky and Schwab, 2001 and Schwab

t al., 20 0 0 ) in FVCOM (Cases 2d–2f) were examined, respectively. 

Fig. 7 shows the time series of WSE produced from ADCIRC

ith a bottom drag coefficient of 0.002 (Case 2a) and from FVCOM
ith a bottom roughness length of 0.1 cm (Case 2d) versus ob-

erved values at eight NOS stations over the period April–October

011. Both circulation models (i.e., ADCIRC and FVCOM) with dif-

erent parameterizations of the bottom friction term reproduced

he temporal variations of WSE fairly well. It should be noted that

VCOM estimated a consistently higher level of WSE than that of

DCIRC and yielded a smaller bias relative to observations (e.g.,

MSD ≤ 4.5 cm versus RMSD ≥ 7.1 cm). However, ADCIRC provided

 slightly better CC score than that of FVCOM within the simu-

ation period, at 0.98 versus 0.96–0.97. The time series of WSE

roduced from ADCIRC (FVCOM) with different bottom drag coef-

cients (bottom roughness lengths) were very similar and almost

verlapped (figures not shown); the CC and RMSD scores for WSE
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produced from Cases 2a–2c were 0.98 and about 7 cm, respec-

tively ( Table 2 ). On average, Cases 2a ( RMSD = 7.1 cm and CC = 0.98)

and 2d ( RMSD = 4.0 cm and CC = 0.97) provided the best statistical

scores for the WSE simulation of ADCIRC and FVCOM, respectively.

Therefore, they were adopted as default parameterizations of the

bottom drag coefficient and bottom roughness length in ADCIRC

and FVCOM, respectively. 

4. Validation case: southwesterly wind event in october 2013 

Swineford et al. (2014) examined three successive autumn

storms that passed over Lake Michigan from October 24 to Novem-

ber 6, 2013. The first southwesterly storm, occurring October 24–

28, generated the highest wind speed of 16.7 m/s and strongest

SWH of 2.8 m near the mid-eastern coast. This case was selected

as the validation experiment for this section. 

Fig. 6 d–f show the time series of SWH, PWP, and MWD pro-

duced from two wave models with and without WCSI (Cases 5a–

5d; Table 3 ) versus observed values at NDBC stations near the

northwestern (0Y2W3) and mid-eastern (45,029) coasts in addition

to the mid-lake area (45,002 and 45,007) during October 24–28,

2013. All simulations reproduced the temporal evolution of SWH

satisfactorily, despite a somewhat underestimation near the mid-

eastern coast and an overestimation in the southern mid-lake area.

Consistent overestimations of SWH were found in the open water

at a large distance from the shore, particularly in extreme waves

at station 45,007. This result was likely caused by overestimation

of the momentum transfer from surface winds to the fully devel-

oped waves under strong wind conditions while ignoring the air–

sea flow separation effect in the conventional wind input formula-

tion adopted by current wave models ( Donelan et al., 2006 ). Even

though the local winds produced from the CFSv2 model agreed

well with observations, overestimation of remote winds near the

coast can lead to amplification of the modeled SWH in the mid-

lake area, such as northward propagation of swell generated by

the strong southwesterly winds around October 26 ( Figs. 3 c,d and

6 d–f). The consistent SWH difference between SWAN (Case 5a) and

SWAVE (Case 5c), particularly under extreme wave conditions, may

be attributed to the adoption of different numerical schemes and

discretization algorithms ( Chen et al., 2013 ). Driven by the south-

westerly winds, swell conditions (e.g., low PWP or high wave fre-

quency) developed progressively in the northern mid-lake area due

to the enhanced wind fetch distance along the longitudinal axis of

the lake. Compared with the results from SWAVE, SWAN slightly

improved the averaged scores of RMSD and CC for SWH ( Table 4 )

and followed the temporal trends of PWP better ( Fig. 6 e). By cou-

pling the hydrodynamic model with the wave model, Dodet et al.

(2013) determined that the current–wave effects (e.g., modulations

of SWH) were pronounced within extremely shallow tidal inlet re-

gions. However, this improvement is trivial in the deep waters of

Lake Michigan owing possibly to weaker variations in current ve-

locity and water depth, particularly a lack of strong tidal currents

and flooding and drying processes. To assess the spatial differences

in SWH produced from different wave models, Fig. 8 presents the

SWH field produced from SWAN and the percentage difference of

SWH between SWAN and SWAVE relative to the SWAN result at

the surge peak of the 2013 wind event at 06:00 GMT on Octo-

ber 26. Spatially, large waves 5–6 m in estimated height developed

gradually in the downwind region, which was followed by inten-

sive depth-induced breaking in close proximity to the eastern and

northern coasts and islands. Overall, the relative difference in SWH

produced from SWAVE and SWAN was less than 40% in the center

region of southern mid-lake area. However, the absolute SWH dif-

ference between the paired circulation models was relatively large,

at 1.5–2 m, owing to the high SWH value in this region. 
Fig. 5 b–d show the time series of WSE covering the surge peak

roduced from various circulation models versus observed values

t CH during the 2011 wind event and at CH and PI during the

013 wind event. Fig. 3 c and d show the time series of wind speed

nd direction produced from the default wind forcing (i.e., CFSv2)

ersus observed values at CH, PI, and mid-lake stations 45,002 and

5,007 during the 2013 wind event. The observed wind began to

ncrease in intensity on October 26, 2013, resulting in 0.28 m setup

t PI and –0.43 m setdown at CH. The magnitudes of setup and

etdown were underestimated by 26% and 16% from FVCOM (Case

c), which were reduced to half and 1% from ADCIRC (Case 3a),

espectively. Statistically, FVCOM provided a smaller score of RMSD

or WSE, at 5.8 cm, than that of ADCIRC, at 6.7 cm. The different re-

ults produced from ADCIRC and FVCOM can be attributed to the

istinct discretization algorithms and bottom friction formulations

 Chen et al., 2013 ). Overall, the wind speed derived from the CFSv2

odel was consistently higher than that from the buoy observation

t CH; however, the calculated storm surge was close to observed

alue. Because strong, gusty winds are significant for the prediction

f storm surge, they should be considered in the current circula-

ion model. Therefore, incorporation of wind gust, which was well

eproduced by the CFSv2 model (not shown), into the circulation

odel is likely to be more realistic. Fig. 9 a–b show images of WSE

roduced from ADICRC and the WSE difference between ADCIRC

nd FVCOM at the surge peak of the 2013 wind event. The south-

esterly winds ( Fig. 3 c and d) transported massive amounts of wa-

er to the northern mid-lake area, resulting in great setups near

he northern coast of Lake Michigan and Green Bay, at 30–40 cm

nd 20–30 cm, respectively. Consequently, the WSE differences be-

ween Cases 3a and 3c in these regions, at 10–15 cm, were larger

han those in the mid-lake area, at 0–10 cm. 

. Results and discussion 

.1. Effects of WCSI on storm surge and wave dynamics 

Given the importance of WCSI, their effects on storm surge

ere investigated ( Fig. 5 b–d). During the 2011 wind event, the ar-

ival time of the storm surge predicted by ADCIRC both with (Case

e) and without WCSI (Case 1c) led the observation by 1h. How-

ver, the model-to-data discrepancy of the storm surge (i.e., RB for

etup at CH) was reduced from –13% to –6% in ADCIRC by includ-

ng WCSI; this was presumably caused by wave-induced setup re-

ated to WRS gradients ( Dodet et al., 2013 ). It should be noted that

VCOM estimated the storm surge at CH with nearly perfect preci-

ion with or without WCSI for the 2011 wind event. For the 2013

ind event, the underprediction of the setup was reduced slightly

y 3% in ADCIRC and 2% in FVCOM owing to the inclusion of WCSI.

he RB score for setdown in FVCOM was slightly improved from

0.16 to –0.10 by including the wave effects. With the inclusion

f WCSI, the WSE simulation was only slightly improved and at

imes even deteriorated marginally; CC was 0.91 and 0.90 for Case

c and Case 1e, respectively. This phenomenon is attributed to rel-

tively weak intensity of wind and waves under normal conditions

e.g., the RMSD and CC scores for WSE) compared with those at the

urge peak of storm events (e.g., RB score for storm surge). Conse-

uently, the effect of WCSI on the magnitude of the peaked storm

urge during a particularly strong wind event was larger than that

or WSE over longer periods of ten and four days for the 2011 and

013 wind events, respectively. 

To study the effect of WCSI on storm surge spatially, the images

f the WSE differences between ADCIRC/SWAN and ADCIRC at the

urge peaks of the 2011 and 2013 wind events at 07:00 GMT on

ctober 20 and 06:00 GMT on October 26, respectively, are pre-

ented in Fig. 9 c and d. In the 2011 wind event, the WSE difference

etween Cases 1e and 1c (e.g., 1–5 cm) were most evident in the
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Fig. 8. Images of (a) SWH produced from SWAN, and the modeled SWH difference between SWAN and SWAVE in (b) percentage relative to the SWAN result and (c) absolute 

value at the surge peak of the 2013 wind event at 06:00 GMT on October 26. The black crosses at the bottom and top of the panels denote the locations of Calumet Harbor 

and Port Inland, respectively. 
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ownwind regions near the coast, which was presumably caused

y the wave-induced setup/setdown. This result supports the con-

lusion drawn by Roland et al. (2009) that the wave breaking pro-

ess along the coast and islands affects WSE variations significantly

uring storm events. For the Lake Michigan simulation, Jensen et

l. (2012) postulated that the wave-induced setup in Green Bay

ould reach 10–20 cm under specific conditions. During both wind

vents, the model’s performance was generally improved by in-

orporating WCSI into the circulation models. Even though this

mprovement was relatively small compared with the difference

etween alternative WCSI-coupled modeling systems, this physi-

ally meaningful process was incorporated into the modeling sys-

em considering its consistent contribution to the improvement of

odel accuracy. Moreover, the two model systems were similar to

ach other (i.e., independent of WCSI) although some differences

ere noted with the data. The consistent model-to-data discrep-

ncy is possibly caused by the inaccuracies of external wind forc-

ng (e.g., wind speed and wind direction). Therefore, future re-

earch should consider improving the numerical accuracy by re-

onstructing the wind field by appropriate blending of modeled

nd buoy-based wind data ( He et al., 2004 ). 

Wave radiation stress is a primary contributing force for wave-

nduced setup/setdown ( Dodet et al., 2013; Kerr et al., 2013a ). In

rder to investigate other wave effects on storm surges and cur-

ents, additional numerical experiments based on the default 2D

CSI-coupled FVCOM/SWAVE (Case 3d) were conducted. Cases 3e–

h excluded the wave effects on bottom stress, sea surface rough-

ess, and Stokes current and include breaking-induced momen-

um injection, respectively. Analysis of the simulation results indi-

ates that these additional wave effects on storm surge, such as

he phase and magnitude of the surge peaks at CH and PI sta-

ions, are negligible (not shown). Based on the images of depth-

veraged current velocity differences at the surge peak of the 2013

ind event induced by the corresponding wave effects, we find

hat these wave effects on the depth-averaged current velocity

ccur mainly around the islands in the northern basin and near

he coasts with less than 2 cm/s variations (figures not shown).

iu and Xie (2009) reported that the wave effects on storm surge
hrough surface wind stress and bottom friction are important in

he small and shallow Charleston Harbor, South Carolina. Subse-

uently, Röhrs et al. (2012) addressed the significant effects of sur-

ace waves on currents by using the wave-induced momentum and

KE flux in addition to Stokes drift in the water surface layer at

he coast of Nordland, Norway. For the large and deep Lake Michi-

an domain with a regional scale of O (100 km), however, these

ave effects on storm surge and depth-averaged current are quite

eak and can be ignored (not shown). Therefore, the default con-

gurations for the wave effects on the circulation model in the 2D

arotropic FVCOM/SWAVE (Case 3d) and ADCIRC/SWAN (Case 3b),

hich is similar to Case 3d but does not include the wave-induced

ottom roughness length and Stokes drift, are appropriate. It is be-

ond the scope of present study to address the interaction of these

ave effects with 3D baroclinic motions. 

To investigate the effect of WCSI on wave dynamics, wave

imulations produced from the wave-only models were compared

ith those from the corresponding WCSI-coupled models. Previ-

us studies have indicated that the influence of WCSI on waves is

ainly through the processes of current-induced wave refraction

nd frequency shift ( Benetazzo et al., 2013; Hopkins et al., 2016;

olf and Prandle, 1999 ) in addition to depth-induced wave break-

ng ( Liu and Xie, 2009 ). The modifications of PWP near the north-

estern coast (0Y2W3) and MWD near the eastern coast (45,026

nd 45,029) by currents are clearly seen in Fig. 6 . With the in-

lusion of WCSI, the relative model-to-model differences in SWH

i.e., the modeled SWH from ADCIRC/SWAN minus SWAN divided

y that from ADCIRC/SWAN) near the southern coast of Green Bay

nd Lake Michigan and near Beaver Island were up to 20% ( Fig. 9 e

nd f). Because the SWH in shallow waters is modulated by local

ater depth (i.e., depth-induced breaking), its variation is heav-

ly dependent on the intensity of storm surge in these regions

 Liu and Xie, 2009 ). Chen et al. (2013) demonstrated a significant

odulation effect of local water depth on SWH in the shallow

cituate Harbor, particularly during extratropical storms with fre-

uent flooding and drying processes. It should also be mentioned

hat the relative difference in SWH caused by WCSI was smaller

han that resulting from the use of different WCSI-coupled models
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Fig. 9. Images of (a) WSE produced from ADCIRC and the modeled WSE difference 

(b) between ADCIRC and FVCOM at the surge peak of the 2013 wind event at 06:00 

GMT October 26, and (c)–(d) between ADCIRC/SWAN and ADCIRC at the surge peak 

of (c) the 2011 wind event at 07:00 GMT on October 20 and (d) 2013 wind event 

at 06:00 GMT on October 26. Panels (e) and (f) are the same as (c) and (d), respec- 

tively, except for the SWH differences in percentage between ADCIRC/SWAN and 

SWAN. The black crosses at the bottom and top of the panels denote the locations 

of Calumet Harbor and Port Inland, respectively. 
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( Figs. 8 b and 9 f). Considering the dominant influence of prevail-

ing winds on currents in a semi-enclosed basin ( Benetazzo et al.,

2013 ), we further explore the manner in which storm surge devel-

ops under the synergistic effects of strong winds and coastal ge-

ometry and bathymetry in the following subsection. 
.2. Dynamic response of water transport to wind forcing 

Fig. 10 shows the DWTFs of lake–lake (Lakes Michigan and

uron), basin–basin (Chippewa Basin and South Chippewa Basin),

asin–bay (Lake Michigan and Green Bay, and Lake Michigan and

rand Traverse Bay), and area–area (lower and upper Green Bay)

uring a 6-h period prior to the surge peaks of the 2011 and 2013

ind events. For the 2011 wind event, the downwind and upwind

ortions of DWTF across the mid-lake transect were nearly setoff

rom each other with a net DWTF of –4650 m 

3 /s. This result may

ave been caused by the enclosed nature of the southern coast,

hich generates return flow owing to the wall effect. This pro-

ess corroborated a recent finding of McCombs et al. (2014) , who

eported that a return circulation in the middle of the enclosed

ake Ontario was generated to compensate for the onshore flow

nder spatially uniform wind conditions. It is noted that the net

WTF across the Straits of Mackinac (21,187 m 

3 /s) resulted in a

arge amount of water transport in the 2011 wind event, which

mplies that the inclusion of lake–lake water exchange in the circu-

ation model is important to lake dynamics ( Anderson and Schwab,

013; Jensen et al., 2012 ). A large amount of water from the major

ortion of the lake flows into Green Bay (17,914 m 

3 /s), and more

han one third of the inflow (–7112 m 

3 /s) further moves south-

ardly inside the bay. Driven by the long-fetch winds over the

arrow and elongated Green Bay, a massive amount of water piles

p against the southern coast of the bay. Because of the short

etch distance and lower inflows (3489 m 

3 /s), the enhancement of

SE is nearly spatially uniform over the deep Grand Traverse Bay

 Fig. 4 ). 

When the southwesterly winds are predominant over the lake,

he coastal boundary in the downwind region is semi-enclosed;

n open boundary connects with Lake Huron. Because of signifi-

ant outflow into Lake Huron, the amount of lateral return flows

s smaller than that during the northeasterly wind event. In the

013 wind event, the downwind flow across the mid-lake transect

ignificantly exceeded the return flow; the net basin–basin DWTF

as 96,008 m 

3 /s. This amount is more than twice that reported in

ake Winnipeg during a storm event in October 2010, which was

ess than 40,0 0 0 m 

3 /s ( Chittibabu and Rao, 2012 ). Compared with

he size and average depth of Lake Michigan, Lake Winnipeg is rel-

tively small and shallow with a surface area of 24,514 km 

2 and

verage depth of 12 m. Additionally, a narrow channel 2.5 km in

idth separates the northern and southern basins of Lake Win-

ipeg. Therefore, the different flow amounts and directions be-

ween these two lakes result from different synergistic effects of

ind direction, wind speed, and basin morphology. For the 2013

ind event, nearly half of the basin–basin flux, –42,403 m 

3 /s, was

iverted into the Straits of Mackinac, leading to a relatively lower

etup of 0.28 m than that in the 2011 wind event at 0.57 m. Owing

o the site-specific features of coastal geometry and bathymetry,

he amount of basin–bay DWTF via Green Bay, at –12,818 m 

3 /s, is

ignificantly higher than that via Grand Traverse Bay, at –986 m 

3 /s.

To investigate the influence of return flow from lateral and

eep water and that of baroclinic oscillation on the evolution of

torm surge, the depth-averaged current fields produced from 2D

DCIRC/SWAN and FVCOM/SWAVE and 3D barotropic and baro-

linic FVCOM/SWAVE during a 6-h period prior to the surge peak

f the 2013 wind event were examined ( Fig. 11 ). Owing to the

tronger northward and southward currents detaching from the

nti-cyclonic (i.e., clockwise) eddy in the southern mid-lake area,

DCIRC/SWAN transported larger amounts of water and produced

 higher magnitude of setup and setdown near the lake’s northern

nd southern coasts than those from 2D FVCOM/SWAVE. Consid-

ring the effect of deep-water return flow on the depth-averaged

urrent velocity field, both 3D FVCOM/SWAVE models yielded rela-

ively stronger depth-averaged flows along the southwestern and



M. Mao, M. Xia / Ocean Modelling 110 (2017) 1–20 17 

Fig. 10. Vector representation of the DWTF produced from ADCIRC/SWAN during a 6-h period before the surge peak of the (a) 2011 and (b) 2013 wind events. The red solid 

lines and green arrows refer to the DWTF through the meshes and the entire transect, respectively. 
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outheastern coasts and into the Straits of Mackinac compared

ith the results from 2D FVCOM/SWAVE. Accordingly, the 3D

arotropic model resulted in greater setdown (–0.43 m; RB = −0.01)

nd lower setup (0.18 m; RB = −0.34). Even though the vertical

ariations of current velocity in the surface and middle layers (not

hown) from the 3D baroclinic model, at 60 cm/s, were signifi-

antly larger than that from the 3D barotropic model, at 20 cm/s,

oth models produced similar depth-averaged current fields. When

he baroclinic process was included, the RB scores for setup (–0.27)

nd setdown (–0.07) were slightly improved and deteriorated, re-

pectively. Therefore, the 2D barotropic version of FVCOM/SWAVE

as applied in this study. However, the 3D circulation pattern

etected in the baroclinic model suggests that this has very im-

ortant consequences for ecological issues, such as sediment re-

uspension, transport, erosion, and the spatial distribution of bio-

ogical fields ( Chen et al., 2004 ). 

It should be mentioned that the simulation with the 3D baro-

linic model is a very rudimentary test concerning the potential

onsequences of baroclinic motions because three sigma layers are

ot sufficient for representing stratification in a reasonable man-

er. Improvement of the hydrodynamic simulation in Lake Michi-

an has been partially achieved by refining the vertical resolution

nd by providing more accurate initial conditions from the Prince-

on Ocean Model (POM) by Beletsky et al. (2006) . However, sigma-

ayer-based models (e.g., FVCOM and POM) may still lead to poor

redictions of baroclinic motions in lakes ( Niu et al., 2015 ) be-

ause the stratification is horizontally rather uniform, and the lay-

rs in a model with a sigma coordinate system in the vertical di-

ection typically are not well oriented with respect to isopycnals

 Mellor et al., 1994, 1998 ). Because inclusion of the 3D baroclinic

rocess amplified the velocity difference between the surface and

ottom layers three times, it is expected that this change can sub-

tantially increase the results of current–wave effects ( Kirby and

hen, 1989 ). However, the development of a very well designed 3D

CSI-coupled baroclinic model for accurate wave and surge simu-

ations is beyond the scope of this manuscript. 

 

 

 

. Summary of findings and study conclusions 

This study configured a pair of WCSI-coupled modeling sys-

ems to Lake Michigan based on the hindcasts of two strong but

istinct wind events. To investigate the effects of WCSI on storm

urge and wave dynamics, simulations with and without WCSI

ere inter-compared by using observations from NOS gauges and

DBC buoys. Various responses of the paired circulation (ADCIRC

nd FVCOM) and wave models (SWAN and SWAVE) to strong wind

vents were examined. The results are summarized in the follow-

ng points. 

1) ADCIRC driven by the CFSv2 model provides better skill in

storm surge simulation than that using the GEM or NNM wind

field likely because the CFSv2 wind field is the only source pro-

duced from a two-way atmosphere–ocean fully coupled model-

ing approach. Modeled storm surges from both ADCIRC and FV-

COM agree better with observations when replacing the LP81

with the G77 bulk formula of wind drag coefficient. For the

2011 wind event, the calibrated ADCIRC (Case 1c) and FVCOM

(Case 1f) underestimated the setup at CH by 13% and 1%, re-

spectively. For the 2013 wind event, the observed setup (set-

down) at PI (CH) was biased by –13% (1%) and –26% (–16%)

from ADCIRC and FVCOM, respectively. 

2) Wave-induced setup (setdown) is primarily caused by WRS gra-

dients, which influence storm surge in the downwind (upwind)

region adjacent to the coast. The observed setup for the 2011

wind event (0.57 m) and setdown in the 2013 wind event (–

0.43 m) were nearly perfectly replicated by FVCOM ( RB = −0.01;

0.4 cm underestimation) and ADCIRC ( RB = 0.01; 0.6 cm over-

estimation), respectively. For the 2013 wind event, ADCIRC

and FVCOM underestimated the observed setup (0.28 m) by

13% (3.6 cm) and 26% (7.3 cm), respectively. With the inclu-

sion of WCSI, ADCIRC reduced the underpredicted setups from

13% (7.4 cm) to 6% (3.4 cm) and from 13% (3.6 cm) to 10%

(2.8 cm) for the 2011 and 2013 wind events, respectively; FV-

COM reduced the underestimated setup and setdown from 26%

(7.3 cm) to 24% (6.7 cm) and from 16% (6.9 cm) to 10% (4.3 cm)

for the 2013 wind event. When including WCSI in the circu-

Miaohua
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Fig. 11. Depth-averaged current fields produced from (a) 2D ADCIRC/SWAN and (b) FVCOM/SWAVE, and (c) 3D barotropic and (d) baroclinic FVCOM/SWAVE during a 6-h 

period prior to the surge peak of the 2013 wind event at 06:00 GMT on October 26. The black crosses at the bottom and top of the panels denote the locations of Calumet 

Harbor and Port Inland, respectively. 
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lation models, the model skill in simulating WSE improved

slightly with occasional and marginal deterioration of the CC

score (e.g., Cases 1c and 1e). 

3) WCSI affects wave dynamics through depth-induced break-

ing, and current-induced frequency shift and refraction in the

shallow-water regions near coasts and islands. With the inclu-

sion of WCSI, improvement in the modeled SWH for shallow-

water stations such as 0Y2W3 and C58W3, where water depths

are 5–6 m, was trivial (e.g., the RMSD score for SWH at both

stations in Table 4 ) compared with that in extremely shallow

regions such as Scituate Harbor, where the variations in current

velocity and water depth are strong and frequent (e.g., flooding

and drying processes). Relative to the WCSI effects, the mod-

eled SWH was more sensitive to the descriptions of deep- and

shallow-water wave physics and the selection of the modeling

system with the use of alternative discretization algorithms and

bottom friction formulations. 

4) The magnitude of the storm surge is associated with wind

speed, wind direction, and coastal geometry and topography.

For the 2011 wind event, the large, concave shape of the en-
 e
closed southwestern coast caused a massive amount of wind-

driven water to accumulate against the coast. For the 2013

wind event, the presence of the Straits of Mackinac diverted a

large portion of water from Lakes Michigan to Huron. The shal-

low and elongated Green Bay facilitates stronger WSE variations

against the coast, whereas the deep and short Grand Traverse

Bay impedes wind growth and results in spatially coherent WSE

variations. 

The configuration of ADCIRC/SWAN and FVCOM/SWAVE to

ake Michigan indicates the applicability of the WCSI-coupled 2D

arotropic models to a regional-scale O (100 km) semi-enclosed

omain. The work conducted in this study is useful for understand-

ng the WCSI processes in other lakes. The rudimentary simula-

ion results from the WCSI-coupled 3D barotropic and baroclinic

odels suggest that the investigation of baroclinic motions and

heir effects on ecological issues, particle transport, sediment re-

uspension, and erosion in stratified lakes is a worthwhile future

ndeavor. 
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